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Abstract

Large language models (LLMs) have shown
impressive prowess in solving a wide range of
tasks with world knowledge. However, it re-
mains unclear how well LLMs are able to per-
ceive their factual knowledge boundaries, par-
ticularly under retrieval augmentation settings.
In this study, we present the first analysis on
the factual knowledge boundaries of LLMs and
how retrieval augmentation affects LLMs on
open-domain question answering (QA), with
a bunch of important findings. Specifically,
we focus on three research questions and an-
alyze them by examining QA, priori judge-
ment and posteriori judgement capabilities of
LLMs. We show evidence that LLMs pos-
sess unwavering confidence in their knowledge
and cannot handle the conflict between inter-
nal and external knowledge well. Furthermore,
retrieval augmentation proves to be an effec-
tive approach in enhancing LLMs’ awareness
of knowledge boundaries. We further conduct
thorough experiments to examine how differ-
ent factors affect LLMs and propose a simple
method to dynamically utilize supporting docu-
ments with our judgement strategy. Addition-
ally, we find that the relevance between the
supporting documents and the questions signif-
icantly impacts LLMs’ QA and judgemental
capabilities. The code to reproduce this work is
available at https://github.com/RUCAIBox/
LLM-Knowledge-Boundary.

1 Introduction

Knowledge-intensive tasks, defined by their re-
quirement for extensive knowledge, represent a
significant area of interest within the field of nat-
ural language processing (Petroni et al., 2021). A
prime example of such tasks is open-domain ques-
tion answering (QA) (Chen et al., 2017), which
necessitates the assistance of information retrieval
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systems (Zhao et al., 2023) to obtain relevant in-
formation. Subsequently, a reading comprehension
model is employed to identify and retrieve pertinent
information, ultimately yielding the final response.

Recently, large language models (LLMs) have
showcased remarkable abilities in solving various
tasks, which are capable of encoding extensive
volumes of world knowledge within their param-
eters (Brown et al., 2020a; Ouyang et al., 2022;
Zhao et al., 2023). Despite their exceptional ca-
pabilities, LLMs may exhibit limited flexibility in
knowledge-intensive tasks, necessitating the incor-
poration of retrieval augmentation strategies. Sev-
eral pioneering efforts have applied LLMs to open-
domain QA tasks (Qin et al., 2023; Kamalloo et al.,
2023; Wang et al., 2023a; Sun et al., 2023; Xu
et al., 2024). Typically, they mainly focus on eval-
uating the QA performance of LLMs, discussing
improved evaluation methods or leveraging LL.Ms
to enhance QA models. The existing effort also
detects the uncertainty of LLMs with an automated
method (Yin et al., 2023). Furthermore, the issue
of hallucination poses challenges to LLMs’ reli-
able deployment, while retrieval augmentation is
considered an effective method to mitigate halluci-
nations (Li et al., 2024; Shuster et al., 2021; Wang
et al., 2023b).

Despite the contribution of existing studies, there
is still a lack of a deep understanding of LLMs’
capabilities in perceiving their factual knowledge
boundaries, particularly when external resources
can be used. For instance, it remains uncertain
whether LLMs are able to assess their own ability
to answer questions, evaluate whether the provided
reference is sufficient to address the questions, and
assess the accuracy of their own answers. Our pri-
mary focus is the factual knowledge boundary of
LLMs, and study the impact of retrieval augmenta-
tion on the generation of LLMs.

To this end, we undertake a thorough analysis
of the influence of retrieval augmentation on the
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generation quality of LL.Ms, with a specific focus
on QA performance and LLMs’ perception of their
factual knowledge boundaries. In order to fully
explore the knowledge boundaries of LLMs, we
consider a wide range of LLMs, including closed
source LLLMs and publicly available LLMs. To
measure the capacity of knowledge boundary per-
ception, we consider two alternative approaches.
The first one is priori judgement, in which LLMs
assess the feasibility of answering a given ques-
tion before the response generation process. The
second one is posteriori judgement, where LLMs
evaluate the correctness of their answer to ques-
tions after the response generation process. The
two approaches can evaluate the knowledge bound-
ary perception of LLMs from different perspectives.
For retrieval augmentation, we adopt multiple re-
trieval models to provide supporting documents for
LLMs regarding the given questions.

To conduct a comprehensive investigation, our
work aims to answer three research questions pro-
gressively: (i) To what extent can LLMs perceive
their factual knowledge boundaries? (ii) What ef-
fect does retrieval augmentation have on LLMs?
(iii)) How do supporting documents with different
characteristics affect LLMs?

We design comprehensive experiments to thor-
oughly explore these research questions individu-
ally. Furthermore, building upon priori judgement,
we attempt a simple method for dynamically in-
troducing retrieval augmentation to LLMs with a
performance gain. Based on the empirical analysis,
we have derived the following important findings
corresponding to the three research questions:

* LLMs’ perception of the factual knowledge
boundary is inaccurate and they often dis-
play a tendency towards being overconfident.
LLMs are also not able to handle internal-
external knowledge conflicts well.

* LLMs cannot sufficiently utilize their inter-
nal knowledge, while retrieval augmentation
can provide a beneficial knowledge supple-
ment for LLMs, especially for smaller LLMs.
Retrieval augmentation can also enhance
LLMs’ perception on their factual knowledge
boundaries. Furthermore, the performance
of retrieval-augmented LLMs is affected by
model-specific factors, question types, and the
characteristics of the retrieval documents.

* LLMs exhibit improved performance and con-

fidence when referring high-quality support-
ing documents and tend to rely on the pro-
vided information to produce the responses.
The reliance extent and LLMs’ confidence are
contingent upon the relevance between the
supporting documents and the question.

2 Background and Methodology

In this section, we provide an overview of the
background and fundamental methodologies that
are essential for this study.

2.1 Task Formulation

We conduct experiments on open-domain ques-
tion answering (QA), which can be described as
follows. Given a question ¢ in natural language
and a large document collection D = {d;}*,
such as Wikipedia, the model is required to pro-
vide an answer a to the question ¢ with the help
of the provided corpus D. With large language
models (LLMs), the open-domain QA task can be
directly solved in an end-to-end manner in a closed-
book setting (Qin et al., 2023). Given a question ¢,
the answer a can be generated by the LLM with a
prompt p following a specific output format:

a= fum(p,q). (D

When enhancing the LLM with retrieval, a typical
strategy is designing prompt p to instruct the LLM
to provide an answer a to question ¢ using the
supporting documents L retrieved by the retriever:

a = fLLM(pa Q7£) (2)

Equation 1 and 2 present two approaches for LLMs
to solve QA tasks, we also adopt these approaches
to evaluate LLMs’ factual knowledge boundaries.

2.2 Instructing LLMs with Natural Language
Prompts

We consider two instruction settings, namely QA
prompting and judgemental prompting. Figure 1
provides an overall illustration of our prompting
strategies and detailed instructions can be found in
Appendix A.5.

2.2.1 QA Prompting

To evaluate LLMs’ ability to utilize knowledge,
we focus LLMs’ QA ability that provides answers
to the given questions, with two-fold aims. Firstly,
we manage to ensure that LLMs can accurately an-
swer and refer to both internal and external knowl-
edge. Secondly, we encourage concise responses
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Figure 1: The illustration of different settings to instruct LLMs, the evaluation metrics are also displayed.

to match the short-answer format for assessment
with normally used metrics. To this end, we pro-
pose two distinct instructional approaches. (1) Nor-
mal setting: In this approach, LLMs are instructed
to respond to questions based solely on their in-
ternal knowledge, as formulated in Equation (1).
(2) Retrieval-augmented setting: This approach
requires LLMs to answer the given questions us-
ing a combination of their internal knowledge and
information from supporting documents retrieved,
as outlined in Equation (2). In this setting, sup-
porting documents are optional, and ideally, LLMs
should determine whether to refer to the supporting
documents based on their reliability.

2.2.2 Judgemental Prompting

To investigate whether LLMs are capable of per-
ceiving their own factual knowledge boundary, we
propose judgemental prompting to evaluate the
judging abilities of LLMs.

Similar to QA prompting, the concepts of the
normal setting and the retrieval-augmented set-
ting are also applicable for judgemental prompt-
ing, where LLMs utilizing their own knowledge or
consulting supporting documents from retrievers to
carry out the judgement process. Furthermore, we
construct instructions from different judgement per-
spectives. (1) Priori judgement: LLMs are tasked
with determining their capability to provide an an-
swer to the question, employing either the normal
setting or the retrieval-augmented setting. Priori
judgment is carried out before the answering of
LLMs, through this predictive approach, we are

able to evaluate the confidence levels and assess-
ment accuracies of LLMs in their mastery of knowl-
edge. (2) Posteriori judgement: LLMs are tasked
with evaluating the correctness of the answer to the
question provided by itself, employing either a nor-
mal setting or a retrieval-augmented setting. Poste-
riori judgement aims to enable LLMs to judge their
responses. Through this reflective approach, we
can evaluate the confidence levels and assessment
accuracies of LLMs in the content they generate.

2.3 Experimental Settings

In this part, we set up our experiments on open-
domain QA, including evaluation metrics and re-
trieval sources. Due to the space limitaion, more
settings can be found in Appendix A, including
datasets, evaluation models, implemental details
and instruction designs.

2.3.1 Evaluation Metrics

Following previous works (Chen et al., 2017;
Izacard and Grave, 2021a; Sun et al., 2023), we use
the exact match (EM) score and F1 score to evalu-
ate the QA performance of LLMs. EM calculates
the percentage of questions in which the answer
predicted by LLMs precisely matches the correct
answer to the question. F/ is used to measure the
overlap between the predicted answer and the cor-
rect answer, combines precision and recall into a
single metric by taking their harmonic mean.

We also propose several metrics for evaluat-
ing LLMSs’ judgement abilities. Give-up denotes
the percentage of questions that LLMs give up
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answering, which reflects the LLMs’ judgement
on whether they possess the relevant knowledge.
Right/G represents the probability that LLMs give
up answering but can actually answer correctly.
Right/-G represents the probability that LLMs
do not give up answering and can answer cor-
rectly. Eval-Right refers to the proportion of ques-
tions where LLMs assess their answers as correct.
Eval-Acc represents the percentage of questions for
which the assessment of the answer by LLMs aligns
with the fact. Among them, Give-up, Right/G
and Right/—~G are metrics for priori judgement,
Eval-Right and Eval-Acc are metrics for posteriori
judgement. All metrics are illustrated in Figure 1.

2.3.2 Retrieval Sources

We consider multiple retrieval sources to ac-
quire supporting documents, including dense re-
trieval (Gao and Callan, 2021; Ren et al., 2021a;
Zhuang et al., 2022; Zhou et al., 2022), sparse re-
trieval (Robertson et al., 2009) and ChatGPT.

For the dense retriever, we utilize RocketQAv2
(Ren et al., 2021b) to find semantically relevant
documents for questions. To achieve this, we train
the model on each dataset with the constructed
in-domain training data under the settings of Rock-
etQAv2 and leverage Faiss (Johnson et al., 2019) to
obtain relevant documents for each question from
the candidate corpus. For the sparse retriever, we
use BM25 (Yang et al., 2017) to find lexical rele-
vant documents for questions. Similar to previous
works (Yu et al., 2022; Ren et al., 2023), we re-
gard the generative language model as a “retriever”
that “retrieves” knowledge from its memory, where
ChatGPT is instructed to produce relevant docu-
ments in response to a given question. The retrieval
results can be found in Appendix A.4.

3 Experimental Analysis and Findings

In this section, we focus on addressing the three
research questions and tackle them by investigating
the judgement ability and the QA ability of LLMs
with the proposed strategies in Section 2.2.

3.1 To What Extent Can LLMs Perceive
Their Factual Knowledge Boundaries?

We deconstruct the question and investigate the
following points: (a) Before answering: how do
LLMs decide to abstain from a question? (b) When
answering: can LLMs accurately address a given
question? (c) After answering: how do LLMs as-
sess the correctness of their answers?

QA Priori Judgement  Posteriori Judgement

EM F1

LLM

Give-up Right/-~G Eval-Right Eval-Acc

Davinci003 27.20 36.20 29.20%  32.77% 72.80% 45.01%

ChatGPT 33.40 4532 57.40% 42.72% 84.40% 43.40%
GPT-4  34.60 48.72 15.20% 39.15% 90.20% 38.87%
LLaMA2 16.60 2426 6.60%  17.56% 58.40% 46.74%
Mistral ~ 11.20 19.30 49.80% 15.94% 68.00% 37.90%
Davinci003 65.20 69.57 7.40%  67.17% 87.00% 69.82%
é ChatGPT  69.00 75.29 25.00%  75.73% 88.80% 71.95%
.g GPT-4 7580 84.52 880%  77.85% 93.00% 76.57%
‘= LLaMA2 48.80 5340 4.80% 50.21% 75.60% 57.60%
& Mistral 3620 42.09 34.80%  46.63% 86.00% 48.10%
« Davinci003 18.40 26.78 35.40% 24.15% 70.60% 43.99%
© ChatGPT 20.80 29.27 78.40% 31.48% 66.80% 43.12%
é GPT-4  28.60 40.33 54.80% 42.92% 72.40% 45.74%
2 LLaMA2 11.40 16.88 25.60% 12.63% 49.80% 54.88%
T Mistral  10.80 17.86 64.00%  19.44% 81.80% 27.40%

Table 1: Evaluation results on three datasets without
retrieval augmentation. The abbreviations are explained
in Section 2.3.1.

3.1.1 Settings

In this part of the experiments, we employ the
priori judgement with the normal setting to instruct
LLMs on the decision of whether to give up an-
swering questions based on their inherent knowl-
edge, and we use the QA prompting with the nor-
mal setting to instruct LLMs to provide answers.
Moreover, we employ posteriori judgement with
the normal setting to instruct LLMs in evaluating
the correctness of their answers.

3.1.2 Main Findings

LLMs struggle to perceive their factual knowl-
edge boundary, and tend to be overconfident.
Overall, the overestimation of LLMs is evident
both before and after answering questions in Ta-
ble 1. Before answering, LLMs frequently over-
estimate their knowledge, leading to a high rate
of incorrect responses (Right/—G). Additionally,
their Give-up rate is substantially low, misaligned
with their actual QA abilities (reflected by EM).
When we instruct LLMs to evaluate their answers
for posteriori judgement, they also exhibit a signifi-
cant tendency to believe that their answers are cor-
rect. For this reason, we can observe much higher
Eval-Right values compared to EM. However, there
exists a substantial disparity between Eval-Right
value and the actual evaluation accuracy, as indi-
cated by relatively low Eval-Acc metrics. Similar
to previous studies (Kamalloo et al., 2023), LLMs
still demonstrate commendable performance in QA
tasks (EM and FI), even without external docu-
ments. This indicates that LLMs possess a sub-
stantial knowledge base and can leverage it to a
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QA Priori Judgement Posteriori Judgement
Datasets LLMs Retrieval Source
EM F1 Give-up  Right/G  Right/-~G  Eval-Right  Eval-Acc

Sparse 27.80  38.29 21.20% 12.26% 31.98% 39.40% 67.94%
Davinci003 ~ Dense 39.00 51.27 12.80% 14.06% 42.66% 46.40% 71.43%
ChatGPT 34.00 47.36 6.20% 6.45% 35.82% 46.00% 71.54%
Sparse 2840  41.10 42.40% 17.92% 36.11% 67.00% 48.77%
ChatGPT Dense 3940  52.65 26.60% 18.05% 47.14% 68.80% 53.56%
ChatGPT 3220 47.37 7.40% 2.70% 34.56% 78.80% 49.90%
Sparse 3420 4581 28.20% 14.18% 42.06% 57.20% 48.48%
NQ GPT-4 Dense 43.60  56.36 12.60% 15.87% 47.60% 66.40% 50.86%
ChatGPT 3440 4856 4.20% 4.76% 35.70% 69.80% 48.69%
Sparse 23.00 34.14 32.80% 15.85% 26.49% 6.00% 75.00%
LLaMA2 Dense 3340 4539 24.80% 20.16% 37.77% 5.20% 73.08%
ChatGPT 3340  48.19 5.20% 15.38% 34.39% 5.00% 87.88%
Sparse 2320 3321 59.00% 13.22% 37.56% 48.60% 54.71%
Mistral Dense 3520 4582 40.00% 21.50% 44.33% 50.20% 56.39%
ChatGPT 32.60 4749 14.40% 16.67% 35.28% 41.00% 64.24%
Sparse 64.60  70.19 15.60% 19.23% 72.99% 69.00% 77.15%
Davinci003 ~ Dense 69.60  75.31 10.00% 30.00% 74.00% 74.40% 81.49%
ChatGPT 67.40 7543 2.00% 10.00% 68.57% 72.20% 81.00%
Sparse 62.60  69.98 23.00% 34.78% 70.91% 79.80% 73.29%
ChatGPT Dense 66.20  74.75 18.20% 39.56% 72.13% 82.40% 75.73%
ChatGPT 65.00 74.44 3.00% 13.33% 66.60% 90.40% 74.34%
Sparse 66.20  75.99 12.40% 35.48% 70.55% 83.40% 76.79%
TriviaQA GPT-4 Dense 69.00  78.01 7.20% 30.56% 71.98% 85.80% 76.51%
ChatGPT 66.40  76.33 2.60% 15.38% 67.76% 83.40% 73.39%
Sparse 51.00  59.51 35.60% 40.45% 56.83% 13.20% 70.19%
LLaMA2 Dense 58.60  66.57 33.40% 40.72% 67.57% 11.40% 75.00%
ChatGPT 63.00 71.76 2.80% 28.57% 63.99% 18.20% 79.35%
Sparse 5220  59.55 30.40% 20.39% 66.09% 59.20% 68.75%
Mistral Dense 5740 6559 24.20% 26.45% 67.28% 59.80% 72.53%
ChatGPT 6220 71.72 3.60% 16.67% 63.90% 55.20% 77.76%
Sparse 31.20 4095 27.20% 14.71% 37.36% 31.20% 76.84%
Davinci003  Dense 26.80  35.89 37.00% 13.51% 34.60% 35.20% 76.89%
ChatGPT 2820 39.34 8.20% 12.20% 29.63% 33.40% 77.37%
Sparse 29.60  41.28 50.60% 17.39% 42.11% 51.80% 54.90%
ChatGPT Dense 2640 3575 58.40% 14.38% 43.27% 48.20% 56.10%
ChatGPT 2640 3830 11.20% 7.14% 28.83% 68.20% 48.24%
Sparse 36.00 47.71 25.60% 14.84% 43.28% 43.40% 64.90%
HotpotQA ~ GPT-4 Dense 31.80 4392 37.00% 17.30% 40.32% 46.00% 60.34%
ChatGPT 29.80  41.67 8.80% 6.82% 32.02% 48.40% 68.55%
Sparse 24.00 3345 45.60% 16.67% 30.15% 8.60% 58.89%
LLaMA2 Dense 21.60  31.17 57.00% 13.68% 32.09% 7.60% 66.99%
ChatGPT 2580  37.56 11.80% 22.03% 26.30% 7.20% 82.53%
Sparse 25.00 3549 52.40% 13.74% 37.39% 42.40% 62.42%
Mistral Dense 23.60 3270 59.80% 13.38% 38.81% 45.60% 59.75%
ChatGPT 2620  37.93 14.00% 12.86% 28.37% 37.60% 70.04%

Table 2: Results of retrieval-augmented LLMs, the abbreviations are explained in Section 2.3.1.

certain extent. Moreover, it can be observed that
closed source LLLMs overall exhibit better QA per-
formance than publicly available LLMs we used,
and GPT-4 obtains the best QA performance. Over-
all, closed source LLMs show a higher accuracy in
percepting their factual knowledge boundary.

3.2 What Impact Does Retrieval
Augmentation Have on LLMs?

Following the analysis under the closed-book set-
ting, we next study the retrieval augmentation set-
ting. Specifically, with the supporting documents
from retrievers, we employ the priori judgement to
determine whether to give up answering, and the

posteriori judgement to assess the correctness of
answers generated by LLMs. Additionally, we em-
ploy QA prompting to guide LLMs in answering
the questions.

3.21

We conduct our analysis from three perspectives:
knowledge utilization, recognition of knowledge
boundaries, and the impact of documents from vari-
ous sources. After thorough retrieval augmentation
experiments under different settings in Table 2, we
arrive at the following findings.

Main Findings

LLMs cannot sufficiently utilize their internal
knowledge, while retrieval augmentation can
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Figure 2: The performance of retrieval-augmented LLMs with different retrieved document numbers.

serve as a valuable knowledge supplement for
LLMs. It can be observed that LLMs with sup-
porting documents outperform closed-book LL.Ms
in most cases, and incorporating results of dense
retrieval as supporting documents often leads to the
best performance. To further explore the effect of
different retrieval sources, we conduct a more de-
tailed analysis in Appendix B.1. Although LLMs
have learned massive knowledge from Wikipedia
during training (Ouyang et al., 2022), providing
them with Wikipedia documents still improves their
QA abilities, indicating that LL.Ms are not able to
effectively utilize their knowledge learned during
the pre-training stage. Furthermore, We find that
retrieval augmentation yields higher improvements
in QA performance for publicly available LLMs.
We speculate that this phenomenon arises from the
increased storage of knowledge associated with
these closed-source LLMs that have larger parame-
ter scales, resulting in a lower gain with the intro-
duction of external knowledge. We also observe a
decline in the performance of ChatGPT and GPT-4
when incorporating supporting documents on Triv-
iaQA. We manually inspect the bad cases where
they initially answer correctly but answer incor-
rectly after incorporating retrieval. We find that a
significant portion of these cases are due to the ex-
traction of incorrect contents from the supporting
documents. Given the relatively high performance
of ChatGPT and GPT-4 on TriviaQA, we suspect
that multiple supporting documents may introduce
significant noise, reflecting the upper bound of re-
trieval augmentation for improvement to some ex-
tent (further discussed in Section 3.3).

Retrieval augmentation improves LLM’s ability
to perceive their factual knowledge boundaries.
From Table 2, we find that the accuracy of LLMs’

self-assessment improves after incorporating sup-
porting documents from either sparse or dense re-
trievers. For priori judgement, Right/—G exhibits
a notable increase, surpassing the growth trajec-
tory (attributed to the significant enhancement in
QA performance) of Right/G. Furthermore, in cer-
tain contexts, Right/G has shown a decrease. The
results show that the priori judgement of retrieval-
augmented LLMs is more accurate. For posteriori
judgement, Eval-Right decreases that it is more
consistent with EM metric, while Eval-Acc signifi-
cantly increases. The results indicate that retrieval
augmentation can also improve the accuracy of
LLMs’ posterior judgement.

Increasing the number of supporting documents
improves the performance of LLMs below a
model-specific threshold. In Figure 2, we fur-
ther explore the effect of the supporting document
number on retrieval-augmented LLMs. As the num-
ber increases, the QA performance (EM) gradually
increases until reaching a certain threshold, beyond
which the performance ceases to improve and may
even decline. We find LLaMA?2 exhibiting lower
thresholds, which may be due to its inferior han-
dling of long-form text compared to the GPT series
LLMs (Xu et al., 2023; Jiang et al., 2023b). We
also observe that the improvement yielded by the
increased supporting document number is not
fully attributable to the improvement of recall
rate. Even if the documents are all golden docu-
ments (described in Section 3.3.1), a larger docu-
ment number still results in improvements. Fur-
thermore, LLMs seem to be insensitive to the or-
dering of retrieved documents, such that the per-
formance remains unaffected when the supporting
documents are reversed or shuffled. With respect
to the accuracy of perceiving knowledge bound-
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Figure 3: A simple method that dynamically introduces
retrieval for LLMs based on priori judgement strategy.
We use ChatGPT with QA prompting under the retrieval-
augmented setting as the baseline (w/o judgement).

aries, the Eval-Acc of LLaMA2 and Mistral both
decline as the document number increases. We also
find an increase in the confidence level (Give-up)
of most models with an increase in the number of
supporting documents, except for LLaMA?2.

In addition to the above findings, we also ex-
plore the impact of retrieval augmentation on dif-
ferent query types and LLMs with various param-
eter quantities, and obtain the following findings:
(1) Increasing the number of supporting docu-
ments improves the performance of LLMs below
a model-specific threshold. (2) Retrieval aug-
mentation is more pronounced for improving
LLMs with fewer parameters, including both
QA performances and accuracies of knowledge
boundary perception. Due to the limited space,
the comprehensive analysis of the two findings can
be found in Appendix B.2 and B.3.

3.2.2 Dynamic Retrieval Augmentation

In order to further investigate the observed im-
provement, we examine with a simple method
that employs priori judgement with either the nor-
mal or the retrieval-augmented settings to deter-
mine whether to introduce retrieval augmentation.
Specifically, if the LLM considers a question is
challenging to answer under the current setting,
supporting documents are introduced to help pro-
vide an answer, otherwise the question will be an-
swered without supporting documents. We conduct

experiment on ChatGPT, using supporting docu-
ments from the dense retriever.

Figure 3 compares different judgemental settings
for decision-making to dynamically incorporate re-
trieval augmentation with the corresponding results
on NQ. It is evident that employing the priori judg-
ment with ChatGPT within the standard decision-
making framework results in decreased answering
accuracy when compared to the baseline that al-
ways utilizes retrieval augmentation. Nevertheless,
upon integrating retrieval augmentation for judg-
ing, the accuracy surpasses the baseline. The result
indicates that it is a promising way to dynamically
introduce supporting documents for LLMs accord-
ing to its retrieval-augmented priori judgement. It
further shows that the incorporation of retrieval
augmentation can improve LL.Ms’ awareness of
their factual knowledge boundaries.

3.3 How do Different Relevance Supporting
Document Affect LLMs?

We have explored the effect of retrieval augmen-
tation on LLMs. Actually, the retrieval results con-
sist of documents with varying relevance, which
might lead to different effects. For this purpose, we
continue to study how different relevance of sup-
porting documents influence LLMs. In our experi-
ments, we consider the following perspectives, the
relevance between the document and the question,
and the presence of an answer within the document.

3.3.1 Sampling Strategies

In order to thoroughly study the impact of sup-
porting documents on LLMs, we propose to pro-
vide LLMs with supporting documents of different
characteristics for obtaining answers. Golden doc-
uments refer to documents containing at least one
correct answer to the question, which are sampled
from top to bottom in the top 100 retrieval results of
the question; High-related incorrect documents re-
fer to documents that are highly relevant to the ques-
tion but do not contain the correct answer. They
are also sampled from top to bottom in the top
100 retrieval results of the question; Weak-related
incorrect documents are the documents weakly rel-
evant to the query and do not contain the correct
answer. We randomly sample documents from the
top 100 retrieval results of the question exclud-
ing high-related incorrect documents; Random in-
correct documents refer to documents randomly
sampled from the entire corpus D, which do not
contain the correct answers to the given question.
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LLMs Supporting Doc EM F1 Give-up Right/G Right/~G Eval-Right Eval-Acc
None 2720 3620 29.20%  13.70% 32.77% 72.80% 45.01%
Golden 50.60 6293 15.80% 15.19% 57.24% 52.00% 71.08%
Davinci-003 Rc_etrieved 39.00 51.27 12.80%  14.06% 42.66% 46.40% 71.43%
High-related 10.20 20.66  18.00% 8.89% 10.49% 28.40% 57.89%
Weak-related 11.80 19.69 41.40%  10.63% 12.63% 20.80% 61.71%
Random 23.00 30.82 88.40%  20.59% 41.38% 19.40% 66.26%
None 3340 4532 57.40% @ 26.48% 42.72% 84.40% 43.40%
Golden 50.00 64.28 22.60%  23.01% 57.88% 75.20% 53.24%
ChatGPT Rf.:trieved 3940 52.65 26.60%  18.05% 47.14% 68.80% 53.56%
High-related 16.20 2820 42.00% 13.81% 17.93% 56.20% 47.82%
Weak-related 1840 29.86 60.20%  16.61% 21.11% 49.80% 46.21%
Random 2480 3535 91.00%  23.30% 40.00% 29.80% 48.80%
None 3460 48.72 15.20% 9.21% 39.15% 90.20% 38.87%
Golden 53.60 67.36 15.60%  20.51% 59.72% 73.00% 53.58%
GPT-4 R(.etrieved 43.60 5636 12.60% 15.87% 47.60% 66.40% 50.86%
High-related 21.60 35.13 39.20% 24.49% 19.74% 62.40% 47.21%
Weak-related 2440 3483 61.20% 24.18% 24.74% 60.00% 44.96%
Random 3440 4543 71.40%  25.49% 56.64% 54.00% 42.50%
None 16.60 2426  6.60% 3.03% 17.56% 58.40% 46.74%
Golden 48.60 6133 1840%  29.35% 52.94% 7.60% 72.12%
LLaMA2 R'etrieved 3340 4539 2480% @ 20.16% 37.77% 5.20% 73.08%
High-related 940 19.07 30.60% 8.50% 9.80% 4.80% 67.86%
Weak-related 8.80 16.00 50.20% 9.16% 8.43% 6.20% 59.09%
Random 13.20 1934  93.40%  13.28% 12.12% 5.80% 58.97%
None 11.20 1930 69.80% 8.02% 18.54% 78.20% 31.65%
Golden 47.80 6093 39.60%  28.28% 60.60% 50.20% 58.67%
Mistral R(':trieved 3520 4582 40.00%  21.50% 44.33% 50.20% 56.39%
High-related 5.60 1423  58.40% 4.11% 7.69% 47.60% 53.35%
Weak-related 540 1121  76.80% 391% 10.34% 46.60% 53.48%
Random 1240 1840 98.40%  11.79% 50.00% 64.80% 33.57%

Table 3: Evaluation results of retrieval-augmented LLMs with supporting documents of various qualities on NQ,
where the supporting documents are obtained from the dense retriever. We place different settings according to the
relevance between the documents and the question from high to low.

We employ Wikipedia as the document corpus, and
sample ten documents per question from the re-
trieval results acquired by the dense retriever for
each sampling strategy.

3.3.2 Main Findings

LLMs demonstrate enhanced capabilities in QA
abilities and perception of knowledge bound-
aries when provided with higher quality sup-
porting documents. We employ the sampling
strategy in Section 3.3.1 to obtain supporting doc-
uments for each question. Table 3 presents the
results. We can see that using golden (high-quality)
documents as supporting documents yields better
performance compared to using retrieval results.
However, if incorrect (low-quality) documents are
utilized, including high-related, weak-related, and
randomly selected incorrect documents, the perfor-
mance of LLMs may be compromised, resulting
in inferior performance compared to employing re-
trieval results as supporting documents or respond-

ing without supporting documents. In addition,
the give-up rates of LLMs decrease as the qual-
ity of supporting documents improves, indicating
that LLMs exhibit higher confidence when fortified
with high-quality supporting documents. More-
over, with higher quality supporting documents,
the Eval-Acc rates of LLMs increase, showing that
LLMs demonstrate higher accuracy in perceiving
their factual knowledge boundaries.

LLMs cannot handle the conflicts between inter-
nal and external knowledge well. Based on the
above observation, when LLMs generate responses
with low-quality supporting documents, the per-
formance is inferior to generating responses based
on internal knowledge (without retrieval augmen-
tation). This phenomenon indicates that LLMs
heavily rely on the given supporting documents
during the generation process. Note that we give
LLMs the option in the prompt to decide whether
to use the supporting documents for a question.
However, LLMs still tend to rely on supporting

3704



documents to answer the questions in this setting.
In addition, the disparity in EM between different
models significantly diminishes under the Golden
setting compared to the Retrieval setting, demon-
strating that the poor resilience against irrelevant
documents is a crucial factor impeding the perfor-
mance of retrieval-augmented LLMs.

The level of confidence and reliance on support-
ing documents of LLMs is determined by the
relevance between the question and the support-
ing documents. In Table 3, we observe a clear
inverse relationship between relevance and the con-
fidence of LLMs (i.e., the probability of giving up
to answer and assessing their answers as correct).
Furthermore, using random incorrect documents
as supporting documents outperforms using incor-
rect documents with higher relevance (i.e., high-
related/weak-related incorrect documents). This
observation further demonstrates that LLMs pay
more attention to relevant documents.

4 Conclusion

In this paper, we thoroughly investigate the
perception of LLMs regarding factual knowledge
boundaries with retrieval augmentation by propos-
ing priori and posteriori judgemental prompting
strategies, in addition to QA prompting for evalua-
tion. We obtain several pivotal findings. (1) LLMs
cannot accurately perceive their factual knowledge
boundaries and cannot handle the conflicts between
internal and external knowledge well. (2) LLMs
cannot sufficiently utilize their internal knowledge,
and retrieval augmentation effectively enhances the
perception of their factual knowledge boundaries.
The capability is also affected by multiple factors,
such as the choice of retrieval model, supporting
document number, question types, and scales of
LLMs. (3) The relevance of supporting documents
significantly influences LLMs’ reliance on support-
ing documents. We also propose a simple approach
that dynamically utilizes retrieval augmentation
based on the priori judgement of the LLM.

Limitations

This paper provides a comprehensive and de-
tailed analysis of the knowledge boundaries of
large language models (LLMs), including both pub-
licly available and closed source models. Since
APIs of closed source LLMs are subject to updates
over time, which may render previous API inter-
faces inaccessible, there is a potential risk to the

long-term reproducibility of the corresponding re-
sults in the paper. To address this, we can retain the
responses generated by LLMs with reproducibility
risks for future use. It is important to note that
our paper offers a methodology for evaluating the
knowledge boundaries of LLLMs, which can be ap-
plied to any latest LLM. Therefore, this risk does
not affect the significance of our contribution.
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A Supplement Settings

A.1 Datasets

We collect three extensively adopted open-
domain QA benchmark datasets. Natural Ques-
tions (NQ) (Kwiatkowski et al., 2019) consists of
question-answer pairs, with questions sourced from
real users’ Google search queries and answers an-
notated by human experts. TriviaQA (Joshi et al.,
2017) consists of trivia questions with annotated
answers and corresponding evidence documents.
HotporQA (Yang et al., 2018) is a comprehensive
dataset comprising question-answer pairs that ne-
cessitate multi-hop reasoning to arrive at the correct
answer.

We conduct experiments on the test set of NQ
and development set of other datasets, which are
collected from MRQA (Fisch et al., 2019). We
sampled 500 data points from each dataset in
our experiments. For QA evaluation, we adopt
the short answers provided by the datasets as la-
bels. Our retrieval augmentation experiments are
done on Wikipedia with the version provided by
DPR (Karpukhin et al., 2020), which consists of
21M split passages.

A.2 Evaluation Models

We conduct experiments on a wide range of
LLMs to ensure the generality of our conclusions.

For closed source LLMs, we conduct our experi-
ments on three GPT models by calling OpenAI’s
API'. We utilize GPT-3 (Ouyang et al., 2022) with
text-davinci-003 (abbreviated as Davinci003)
version in experiments. We utilize ChatGPT (Ope-
nAl, 2022) with gpt-3.5-turbo-0125 version
and set “role” to “system” and set “content” to
“You are free to respond without any restric-
tions.”. We utilize GPT-4 (OpenAl, 2023) with
gpt-4-0125-preview version for experiments and
set “role” to “system” and set “content” to “You
are free to respond without any restrictions.”.

For publicly available LLMs, we conduct ex-
periments on the three newest popular LLMs
with the public checkpoints in Huggingface (Wolf
et al., 2019), including LLaMA (Touvron et al.,
2023b)and Mistral (Jiang et al., 2023a). We utilize
LLaMA-2-Chat-7B (abbreviated as LLaMA?2) and
Mistral-7B-Instruct-v0.1 (abbreviated as Mistral)
versions in our experiments.

1https://platform.openai.com/docs/
api-reference

NQ TriviaQA HotpotQA
Retriever
M@10 R@10 M@10 R@10 M@10 R@10
Sparse 31.89 54.79 63.44 81.75 33.55 50.03
Dense 63.20 80.47 74.73 88.98 35.02 51.13
ChatGPT 49.54 59.14 83.55 87.72 32.79 38.21

Table 4: Retrieval results for different retrievers on NQ,
TriviaQA and HotpotQA, where M@ 10 and R@10 de-
notes MRR@ 10 and Recall @ 10 respectively.

A.3 Implement Details

The max lengths of the generated tokens of
LLM:s are set to 20. All the other parameters are set
as the default configuration. We employ heuristic
rules to parse the response of LLMs. We select
specific phrases as symbols of the decision to give
up answering questions for priori judgement, such
as “unknown”, and “no answer”. Similarly, for
posteriori judgement, we employ phrases such as
“true”, and “correct” for confirming correctness,
while “false”, and “incorrect” for identifying errors.
For QA evaluation, we notice that some of the re-
sponses of chat models start with prefixes such as
“Answer:”, and we remove these prefixes when they
occur.

For each question, we attach ten supporting doc-
uments. Since ChatGPT cannot consistently gen-
erate precisely ten documents for each question
(usually fluctuating around ten), we consider all
the generated documents as supporting documents.
Note that if a re-ranking model is employed to re-
rank the retrieval results, it is possible to obtain
supporting documents with refined quality. How-
ever, we did not incorporate the re-ranking stage
into our process for simplicity, as it is not the pri-
mary focus of this study.

A.4 Retrieval Results

Table 4 shows the retrieval performance on each
dataset including sparse retrieval, dense retrieval
and ChatGPT.

A.5 Instructions

Table 6 presents all the instructions used in our
experiments. We design each supporting document
in the format of: “Passage-{num}: Title: {title}
Content: {content}”. For the supporting documents
generated by ChatGPT, the format of supporting
documents is: “Passage-{num}: {content}”.
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Setting Accessibility

Prompt Text

Closed source

Normal

Without additional specific information, use your existing knowledge to answer
the following question. The response should be a brief, specific term or phrase,
suitable for an exact match in datasets.\n\n Question: {question}\n\n Note: Since
no detailed context is provided, use your general knowledge to infer a concise and
accurate response, such as a specific year, date, or single-word term, for example,
“1998”, “May 16th, 19317, or “James Bond”, in line with exact match dataset
criteria.

Publicly available

Answer the following question with a very short phrase, such as "1998", "May
16th, 1931", or "James Bond", to meet the criteria of exact match datasets.\n\n
Question: {question}

Closed source

Retrieval-
augmented

Given the following information:\n\n {context }\n\n If a direct answer is not present,
use your knowledge to infer a brief and specific response for the question below.
The answer should ideally be a single word or a short phrase.\n\n Question:
{question}\n\n Note: In cases where the exact information is not provided, a
speculative yet plausible and concise response, such as a specific year, date, or
single-word term, for example, “1998”, “May 16th, 1931”, or “James Bond”, is
required to meet the criteria of exact match datasets.

Publicly available

Given the following information: \n\n {context} \n\n Answer the following ques-
tion with a very short phrase, such as “1998”, “May 16th, 1931, or “James Bond”,
to meet the criteria of exact match datasets.\n\n Question: {question}

Table 5: Prompt design for QA prompting for different categories of LLMs with various settings.

Perspectives Setting

Prompt Text

Normal

Can you answer the following question based on your internal knowledge, if yes,
you should give a short answer with one or few words, if no, you should answer
“Unknown’\n\n Question: {question}

Priori .
Retrieval-

augmented

Given the following information: \n\n {context}\n\n Can you answer the following
question based on the given information or your internal knowledge, if yes, you
should give a short answer with one or few words, if no, you should answer “Un-
known”.\n\n Question: {question}

Normal

Can you judge if the following answer about the question is correct based on your
internal knowledge, if yes, you should answer True or False, if no, you should answer
“Unknown”.\n\n Question: {question}\n\n Answer: {predicted answer}

Retrieval-

Posteriori
augmented

Given the following information: \n\n {context}\n\n Can you judge if the following
answer about the question is correct based on the given information or your internal
knowledge, if yes, you should answer True or False, if no, you should answer
“Unknown” \n\n Question: {question} \n\n Answer: {predicted answer}

Table 6: Prompt design for different perspectives of judgemental prompting with various settings.

B Supplement Analyses

B.1 Analysis on Retrieval Sources

Using supporting documents with high-
efficiency contents can effectively improve the
QA performance of LLMs. We conduct the
analysis on three retrieval sources and utilize
various metrics related to retrieval and QA in
Figure 4 to thoroughly analyze the impact of
retrieval augmentation from multiple perspectives.
Here, the efficiency of documents can be evaluated
through three factors: the presence of positive
content (recall rate), proportion of positive
documents in supporting documents (positive
percentage), and token-level text density of positive

content (answers per 1K token). Firstly, the recall
rate of documents generated by ChatGPT was
significantly lower than that of the dense retriever.
However, the QA performance using supporting
documents generated by ChatGPT as supporting
documents do not lag far behind dense retrieval.
Additionally, LLaMA2’s retrieval-augmented QA
performance with ChatGPT as the retriever exceeds
that where the dense retriever is implemented. We
observe that among the documents from the three
retrieval sources, dense retrieval results have the
highest average proportion of positive documents
(containing the correct answers), but the number of
answers per token was not as high as in documents
generated by ChatGPT. This phenomenon stems
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Figure 4: Metrics related to retrieval, QA, and judgement using different retrievers.

from the fact that documents generated by
ChatGPT are more concise and the documents are
closely related to the given questions. Although
Wikipedia documents from the dense retriever
have a higher recall rate and proportion of positive
documents, they are relatively longer and contain
more irrelevant information. As discussed earlier,
this could be one of the reasons limiting the upper
bound of retrieval augmentation. Furthermore,
it could potentially contribute to the heightened
confidence levels observed in LLMs when utilizing
ChatGPT-generated documents as supporting
documents, as evidenced by their low Give-up
rates. In addition, the impact of different retrieval
sources on Eval-Acc is not substantial.

B.2 Analysis on Query Types

Retrieval augmentation can change the query
category preference of LLLMs in QA and fac-
tual knowledge boundary perception. In order to
investigate the propensity of LLMs to handle ques-
tions with varied characteristics, we separately cal-
culate the answer accuracy of LLMs across differ-
ent question categories. To achieve this, we utilize

supporting documents retrieved by the dense re-
triever. As shown in Figure 5, we can see that Chat-
GPT and LLaMA?2 achieve the highest EM when
dealing with questions in the “who” and “which”
category, indicating these types of questions may
be the strong suit of the two LLMs. On the other
hand, ChatGPT and LLaMA?2 may not suffice for
the question type of “how” in knowledge-intensive
scenarios. When retrieval augmentation is incor-
porated, we observe that the preference of LLMs
changes. The overall answer accuracies of LLMs
are improved, and the accuracies in most categories
increase proportionately. Specially, both ChatGPT
and LLaMAZ2 perform best on the question type
“who”. We found that EM for certain question types
does not increase with the overall EM increase
(e.g., “how” and “yesno” for ChatGPT, "which" for
LLaMA?2), indicating that retrieval augmentation
cannot effectively enhance the QA performance
for all question types. Figure 6 shows the Eval-
Acc metric in each query type for ChatGPT and
LLaMA2. We can see that most types of ques-
tions achieve better posteriori judgement accura-
cies, except “how” and “yesno” for LLaMA?2 and
“yesno” for ChatGPT. Similarly, the result indicates
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that retrieval augmentation does not uniformly im-
prove the knowledge boundary perception abilities
of LL.Ms across all question types.

B.3 Analysis on Parameter Scale

Retrieval augmentation is more pronounced for
improving LLMs with fewer parameters, includ-
ing both QA performances and accuracies of
knowledge boundary perception. Figure 7 il-
lustrates the comparison of EM and Eval-Acc be-
fore and after retrieval augmentation for LLaMA2
models of varying parameter scales. We can ob-
serve that retrieval augmentation reduces the per-
formance gaps in QA performance (shown by EM)
of LLMs with different parameter scales, LLaMA2-
7B model has the biggest improvement of EM. It
is evident that retrieval augmentation mitigates the
performance gaps in QA performance, as demon-
strated by EM across LLMs with varying parame-
ter scales. Notably, the LLaMA?2-7B exhibits the
most substantial improvement in EM than 13B and
70B models. Furthermore, the improvement in
the accuracy of knowledge boundary perception
of the LLaMA2-7B model with retrieval augmen-
tation surpasses that of the 13B and 70B mod-
els, achieving the highest Eval-Acc. This phe-

nomenon further supports our speculation that in
knowledge-intensive tasks, LLMs with smaller pa-
rameter scales possess less knowledge. Under a re-
trieval augmentation setting, these LLMs are likely
to yield greater benefits compared to LLMs with
larger parameter scales.

C Related Work

In this section, we review the related work from
two perspectives, including large language mod-
els (LLMs) and open-domain question answer-
ing (QA).

C.1 Large Language Models

LLMs have significantly advanced the field of
natural language processing (NLP), demonstrat-
ing remarkable abilities in generating human-like
text and understanding complex language pat-
terns (Zhao et al., 2023). These models are trained
on vast corpora of text data and can perform a
wide range of tasks without task-specific train-
ing (Thirunavukarasu et al., 2023; Lin et al., 2024;
Ren et al., 20244a,b).

Typically, LLMs can fall into two categories:
publicly available and closed source. Publicly
available LLMs offer the research community the
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Figure 7: The performance of the LLaMA?2 series, across its 7B, 13B, and 70B versions, showcases the influence of

various retrieval document sources on EM and Eval-Acc.

flexibility to modify and adapt models to spe-
cific needs, fostering further innovation and col-
laboration. Among publicly available LLMs, the
LLaMA series models stands out for its excep-
tional instruction-following performance (Touvron
et al., 2023a,b), with ongoing efforts to fine-tune
or continually pre-train its versions. Mistral, an-
other open-source framework (Jiang et al., 2023a),
provides a scalable solution for training LLMs on
diverse datasets and supports various architectures
to achieve top performance. Additionally, there are
also LLMs like Falcon (TII, 2023), Vicuna (Chi-
ang et al., 2023), and GLM (Zeng et al., 2022)
actively contribute to advancing publicly available
LLMs. Conversely, closed source LLMs, devel-
oped and maintained by private organizations, have
non-public checkpoints and confidential internal
workings. The typical closed source LLMs are GPT
series proposed by OpenAl, including initial GPT
to the latest GPT-4 (Radford et al., 2018; Brown
et al., 2020b; OpenAl, 2023), have set new bench-
marks in language understanding and generation,
finding widespread use in commercial applications.
There are also other closed source LLMs have been
released, such as Sparrow (Glaese et al., 2022) and
Claude. Some closed source LL.Ms are accessi-
ble via API calls, eliminating the need for local
execution.

Despite the impressive advancements in LLMs,
there remain unexplored boundaries regarding their
knowledge and capabilities. Furthermore, the in-

corporation of retrieval augmentation in LLMs
presents substantial potential for enhancing their
knowledge, potentially reshaping the knowledge
boundaries of LLMs. Therefore, it is necessary to
comprehensively investigate the knowledge bound-
aries of LL.Ms and the effects of retrieval augmen-
tation.

C.2 Open-domain Question Answering

Open-domain QA is a typical knowledge-
intensive task in the field of NLP, aimed at pro-
viding precise and pertinent answers to questions
posed in natural language, without the limitations
of a specific domain or topic (Prager et al., 2007).
This task is inherently challenging due to the vast-
ness of human knowledge and the complexity of
natural language understanding. Early approaches
to open-domain QA rely heavily on structured
knowledge bases, such as Freebase (Bollacker et al.,
2008) or DBpedia (Auer et al., 2007), enabling
precise yet limited retrieval of factual information.
However, these approaches are constrained by the
need for structured queries and the coverage of the
underlying knowledge bases. The introduction of
pre-trained language models, such as BERT (De-
vlin et al., 2019), BART (Lewis et al., 2020a), and
their successors, marks a significant shift in the
landscape of open-domain QA. These models lever-
age advanced text modeling techniques to under-
stand natural language, enabling more flexible and
context-aware answering performances.
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Recent advancements in open-domain QA have
focused on incorporating external knowledge
sources, such as Wikipedia or the web, to broaden
the scope of answerable questions (Chen et al.,
2017). This has led to the development of so-
phisticated information retrieval mechanisms (Ai
et al., 2023), such as dense passage retrieval
(DPR) (Karpukhin et al., 2020; Qu et al., 2021;
Zhan et al., 2021; Zhuang and Zuccon, 2021; Zhan
et al., 2022) and passage reranking (Nogueira and
Cho, 2019; Nogueira et al., 2019; Gao et al., 2021),
which efficiently extract and prioritize relevant in-
formation from large corpora (Zhao et al., 2022;
Zhu et al., 2023; Guo et al., 2022). Additionally,
techniques like few-shot learning and transfer learn-
ing have been explored to enhance the models’ abil-
ity to generalize across diverse question types and
domains, reducing the reliance on extensive labeled
datasets (Brown et al., 2020a; Guu et al., 2020; Liu
et al., 2022).

Despite significant progress, open-domain QA
remains an active area of research, with ongo-
ing efforts to improve answer accuracy (Izac-
ard and Grave, 2021b; Jin et al., 2024), inter-
pretability (Ribeiro et al., 2016), knowledge uti-
lization (Wang et al., 2024; Zhou et al., 2024; Ni
et al., 2024), and robustness to complex or ambigu-
ous queries (Lewis et al., 2020b; Rajpurkar et al.,
2018). Challenges such as handling out-of-domain
questions, dealing with evolving knowledge, and
ensuring fairness and transparency in answers con-
tinue to drive innovation in this field (Gebru et al.,
2021; Mitchell et al., 2019). Furthermore, Several
pioneering studies have been specifically designed
to apply LLMs to open-domain QA tasks (Qin et al.,
2023; Kamalloo et al., 2023; Yue et al., 2023; Wang
et al., 2023a; Sun et al., 2023; Xu et al., 2024).
Typically, they mainly focus on evaluating the QA
performance of LLMs, discussing improved eval-
uation methods or leveraging LLMs to enhance
existing open-domain QA models. Additionally,
the existing effort also detects the uncertainty of
LLMs with an automated method (Yin et al., 2023).
As open-domain QA systems become increasingly
integrated into real-world applications, they have
potential to revolutionize access to information and
knowledge.
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