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Abstract

Current rumor detectors exhibit limitations in
fully exploiting responses to the source tweet
as essential public opinions, and in explaining
and indicating the reliability of the results ob-
tained. Additionally, the joint utilization of
both responses and the multimodal source con-
tent for detection presents challenges due to the
heterogeneous nature of the data points. In this
work, to address the first challenge, we initially
prompt the Large Language Model (LLM) with
both multimodal source content and the corre-
sponding response set to extract contrasting
evidence to enable maximal utilization of in-
formative responses. To overcome the second
challenge, we introduce an uncertainty-aware
evidential evaluator to assess the evidence in-
tensity from the multimodal source content and
dual-sided reasoning, from which the final pre-
diction is derived. As we model the second-
order probability, we can effectively indicate
the model’s uncertainty (i.e., the reliability) of
the results. The reasoning from the correct
perspective also serves as a natural language-
based explanation. To this end, the third chal-
lenge is also addressed as we fully leverage
the available resources. Extensive experiments
validate the effectiveness, uncertainty aware-
ness in predictions, helpful explainability for
human judgment, and superior efficiency of
our approach compared to contemporary works
utilizing LLMs.

1 Introduction

While social media platforms facilitate information
exchange, they also enable rapid rumor dissemina-
tion. Existing research mainly combats this with
content and response-based detection methods.

Content-based methods capitalize on data di-
rectly extracted from the source tweet. Initial re-
search in this domain focused on learning textual
representations of the source tweet (Zhang et al.,
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2015; Mikolov et al., 2013; Devlin et al., 2018).
Subsequent studies have adopted multimodal learn-
ing approaches (Singhal et al., 2019; Wu et al.,
2021; Qian et al., 2021), incorporating both im-
age and text data, to discern more distinct patterns
indicative of rumors. Conversely, response-based
methods (Bian et al., 2020; He et al., 2021; Liu
et al., 2023; Sun et al., 2022) utilize replies to the
source tweet to gather social context, operating
under the assumption that the nature of public reac-
tions can provide signals helpful in distinguishing
between different types of news.

Despite the partial effectiveness of these ap-
proaches, they exhibit several limitations: (1)
Response-based methods may encounter chal-
lenges when informative evidence within certain
responses is overshadowed by a preponderance of
irrelevant replies or dominated by a unilateral, erro-
neous viewpoint. (2) Most existing methodologies
lack robust mechanisms for explaining their results
comprehensively and often fail to indicate the re-
liability of these results. (3) There is a paucity of
studies that effectively integrate both visual and
textual features from the source tweet alongside
corresponding response characteristics to enhance
detection accuracy.

To address these challenges, we introduce DEEP,
a framework for rumor Detection via Evidential
Evaluation from dual Perspectives. To overcome
the first challenge, inspired by the powerful reason-
ing and extraction capabilities of Large Language
Models (LLMs), we employ LLMs to reason both
the truthfulness and falsehood of claims based on
multimodal source tweets and their responses. This
enables the maximal utilization of informative re-
sponses and the distillation of evidence for both
supporting and opposing viewpoints, setting a com-
prehensive basis for evaluation. To address the
second challenge, we deploy an uncertainty-aware
evidential evaluator to assess the evidence inten-
sity within the fused representation of multimodal
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content and reasoning from dual perspectives to
compute the prediction. This models the second-
order probability, allowing for the effective compu-
tation of associated prediction uncertainty, thereby
indicating the reliability of the results. The correct
reasoning provided by the LLMs offers a sufficient
explanation for the prediction behavior. To this end,
the third challenge is addressed as we fully leverage
the available multimodal content and correspond-
ing responses. In summary, our contributions are
delineated as follows:

• We introduce a dual perspectives reasoning
module that effectively extracts both support-
ing and refuting evidence from multimodal
sources and their responses.

• We develop an evidential evaluator that as-
sesses the intensity of evidence based on the
fused representation of multimodal content
and side reasoning. This evaluator aids in
reliably selecting the correct reasoning to elu-
cidate the final prediction in an uncertainty-
aware manner.

• We demonstrate that the proposed method
leverages both multimodal content and its
responses to achieve state-of-the-art perfor-
mance in an uncertainty-aware manner. Em-
pirical evidence also confirms that our method
enhances human judgment and offers greater
efficiency compared to contemporary works
utilizing LLMs.

2 Problem Statement

Consider an instance (Ii, Ti, Ri) in a rumor detec-
tion dataset, where Ii represents the image of the
source tweet content, Ti the text of the source tweet,
and Ri = [r1, r2, . . . , rn] the set of responses to
the source tweet. Our objective is to develop a clas-
sification function that categorizes each instance as
either a rumor or a non-rumor. For simplicity, sub-
scripts may be omitted unless necessary for clarity.

3 Method

As depicted in Figure 1, our proposed framework
comprises two modules: Dual Perspective Rea-
soner and Evidential Evaluator.

3.1 Dual Perspective Reasoner
Detecting tweets based on responses presents dis-
tinct challenges. Initially, online users often com-
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Figure 1: Schematic diagram of our proposed method.

ment or reply casually to a source tweet, injecting
chaos into the response set and obscuring explicit
connections between informative responses and
their relevance to the source tweet. Moreover, as-
sessing the truthfulness of a source tweet may re-
quire indicative signals from responses that bring
concrete supporting or refuting evidence. However,
valid responses can become obscured by a mass
of irrelevant replies or by a one-sided, incorrect
opinion, as a recent study has shown (Wang et al.,
2024).

On the other hand, LLMs are renowned for
their superior reasoning capabilities when given
specific input prompts. For instance, prompting
an LLM with ’You need to find concrete
evidence from the multimodal source
content and responses to support/refute
the truthfulness of the source tweet’ can
potentially address the aforementioned challenges.
Inspired by this capability and a recent study (Wang
et al., 2024), our approach employs two LLMs to
act as supporter and refuter of the source tweet’s
truthfulness through role-playing. Taking the sup-
porter role as an example, we use the following
prompt:

You are an evaluator tasked with reason-
ing why a source tweet is factual and non-
misleading. Given a source tweet (I, T )
and its corresponding response thread R,
please find any possible evidence in both
the source content and responses to sup-
port your claim that the source tweet is non-
rumorous. If a response is used as evidence,
cite its text. Your reasoning should be a con-
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cise paragraph focused on the core points.

The prompt for the refuter contrasts this by seek-
ing evidence to challenge the truthfulness of the
source tweet. Engaging LLMs in this manner al-
lows us to (1) distill the most helpful evidence from
the responses, (2) ensure that the evidence is com-
peting and comprehensive from both perspectives,
thus maximizing the utilization of the responses
and the source content and (3) remain the LLM
attentive to details in the source content, such as
cross-modal and logical consistency.

3.2 Evidential Evaluator

The role of the evaluator is to adaptively select
the appropriate reasoning from the dual-sided argu-
ments and render a final decision. Given that the
reasoning provided by the LLM may still contain
errors or noise, the evaluator must also assess the
reliability of the final prediction and the chosen
explanation, effectively quantifying the model’s
uncertainty. Motivated by recent advancements
in deep uncertainty learning (Sensoy et al., 2020;
Ulmer et al., 2021), we introduce an uncertainty-
aware evaluator to provide conclusive results from
an evidential perspective. The evaluator should first
model the evidence intensity for each reasoning and
derive the final prediction based on it. We begin by
detailing how to fuse the multimodal content and
respective reasoning for the final evaluation.

3.2.1 Multimodal Content and Reasoning
Fusion

We first introduce how multimodal fusion is con-
ducted in general. Given an image-text pair (I, T ),
we encode them separately as follows:

HT = TE(T ), HI = IE(I), (1)

where TE and IE denote the text and vision-based
transformers, producing text representation HT =
[hT

1 , . . . ,h
T
n ] ∈ Rn×d and image representation

HI = [hI
1, . . . ,h

I
m] ∈ Rm×d. We first present a

single-head cross-attention fusion:

CA(Q,K,V ) = SOFTMAX

(
QK⊤
√
dk

)
V

(2)
where Q = h1WQ,V h = h2W V ,K =
h2WK , and WQ,W V ,WK ∈ Rd×dk are train-
able weights. To achieve fine-grained aligned mul-
timodal representation, we first compute the text-

aligned image representation as follows:

hT→I =

n∑
i=1

m∑
j=1

CA(hT
i ,h

I
j ,h

I
j )

m
, (3)

where hT→I ∈ R1×dk is the text-aligned image
representation. Similarly, we derive the image-
aligned text representation hI→T . The final mul-
timodal content representation is obtained by a
weighted sum of these two vectors:

hc = hT→IW T + hI→TW I , (4)

where W T and W I are both trainable weights.
Now, let us denote the positive reasoning ob-

tained from the reasoning module as Es and the
negative reasoning as Er. These elements are in-
dividually concatenated with T (i.e., T ⊕ Es and
T ⊕Er ), serving as inputs for the text encoder as
specified in Eq. 1. Subsequent operations, detailed
from Eq. 3 to Eq. 4, are performed to derive the
fused multimodal content and side reasoning repre-
sentations, denoted as hs and hr, respectively.

3.2.2 Evidential Learning
While one could ostensibly use a typical classifier
with softmax function to obtain a prediction, such
a naive implementation fails to accurately model
real evidence intensity and associated uncertainty,
as class probability derived by softmax only pro-
vides the first-order probability and a single-point
estimation (Han et al., 2022). Besdies, softmax is
notorious for producing over confident predictions.

Consequently, we turn to the concept of deep
evidential learning for the classification task (Sen-
soy et al., 2018), which posits that the classifica-
tion result Ŷ is drawn from a variational Dirichlet
distribution Dir(γ|α), where γ = (γ1, γ2) and
α = (α1, α2) represent the predicted probabilities
and non-negative concentration parameters across
two classes (i.e., rumor or non-rumor). The class
probability can be computed as:

Ŷ = γ =

[
α1, α2∑2
k=1 αk

]
(5)

Further, employing the principles of subjective
logic (Jsang, 2018), we can model metrics related
to evidence intensity and uncertainty:

bk =
αk − 1∑2
k=1 αk

, u =
2∑2

k=1 αk

, (6)
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where the belief mass bk represents the evidence
intensity for the k-th class, and uncertainty u is
inversely correlated with it. The higher the focal
evidence for a class, the lower the uncertainty. To
jointly model evidence intensity and uncertainty
from each viewpoint, the primary task is to output
the concentration parameter α, achieved through
the following procedure:

α1 = MLPs(hs) + 1,

α2 = MLPr(hr) + 1,
(7)

where the Multi-layer Perceptron (MLP) is imple-
mented with an activation function (e.g., ReLU)
at the output layer. α1 and α2 represent the con-
centration parameters for the non-rumor and rumor
classes, respectively, enabling effective computa-
tion of class probability via Eq. 5. Meanwhile, we
can view α1 as a proxy of truth evidence intensity
while α2 as the false one.
Maximize the Model Fit. Since we have derived
the class probability distribution based on each
viewpoint, we utilize a cross-entropy (CE) loss for
them:

LFit = CE(Ŷ ,Y ), (8)

Minimize Evidence on Errors. Referring to Eq.
6, the task is to minimize the evidence (i.e., belief
mass) on the incorrectly predicted class by pushing
αk to 1. Thus, we present the following loss:

LErr = KL (Dir(γ|α̂), Dir(γ|1)) (9)

where KL represents Kullback-Leibler divergence
loss, and α̂ = Y + (1 − Y ) ⊙ α denotes the
concentration parameters that are misleading for
incorrect class predictions. Dir(γ,1) describes
the uniform Dirichlet distribution where all concen-
tration parameters are set to one. As each sample
has only one possible ground truth, the evidence on
incorrect reasoning is naturally minimized, avoid-
ing high evidence on both classes. This also makes
the uncertainty between correct and incorrect pre-
dictions more discriminative. We denote the final
loss as:

LEva = λLErr + LFit (10)

where λ ∈ [0, 1] is the annealing coefficient used to
balance the two losses. This coefficient is gradually
increased to allow the model sufficient exploration
of the parameter space.

4 Experimental Evaluation

4.1 Experiment Setup

Dataset. We utilized two public datasets, PHEME
(Zubiaga et al., 2017) and Twitter (Ma et al., 2017),
for our experiments. Each instance in these datasets
includes a multimodal source tweet, its associ-
ated responses, and a ground truth label indicating
whether it is classified as a rumor or not. Note
that the Twitter dataset is the combined version of
two tiny datasets Twitter15 and Twitter16. Detailed
pre-process steps and data statistics are provided in
Appendix A.1.

Baselines. We selected a collection of state-of-the-
art baselines categorized into several groups: (C1)
Content-based methods including BERT (Devlin
et al., 2018), EANN (Wang et al., 2018), SAFE
(Zhou et al., 2020), and KDCN (Sun et al., 2023);
(C2) Response-based methods including RDEA
(He et al., 2021), TrustRD (Liu et al., 2023), GACL
(Sun et al., 2022), and MFAN (Zheng et al., 2022);
and (C3) LLM-based methods including GenFEND
(Nan et al., 2024), DELL (Wan et al., 2024), and
L-Defense (Wang et al., 2024). Detailed base-
line descriptions are provided in Appendix A.2.
These LLM-based methods primarily utilize tex-
tual modality from source content and responses.
To ensure a fair comparison of input modalities, we
substituted the original LLM used in their frame-
work with a vision LLM, enabling the handling
of multimodal source tweets to collect the output.
Note that we also experimented with textual ver-
sions of the LLM-based methods and the perfor-
mance difference is minor, with the visual version
sometimes performing slightly better. Further de-
tails are provided in Appendix A.4.

Evaluation Protocol. The datasets were split in a
ratio of 6:1:3 for training, validation, and testing,
respectively. All methods implemented an early
stop mechanism after 20 epochs based on perfor-
mance on the validation set. The best checkpoint
from the validation set was then used on the test
set to obtain final results. Following previous stud-
ies, we report metrics including Accuracy, macro
Precision, Recall, and F1. Note that we have also
implemented a specific measure for all LLM-based
methods (including ours) to avoid potential data
leakage. For implementation details of our method
and baselines, please refer to Appendix A.3.
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Model
Twitter PHEME

Acc. Pre. Rec. F1 Acc. Pre. Rec. F1

BERT 0.769 0.697 0.765 0.711 0.810 0.806 0.792 0.799
EANN 0.834 0.763 0.835 0.785 0.834 0.809 0.822 0.815
SAFE 0.838 0.765 0.844 0.792 0.832 0.801 0.819 0.810
KDCN 0.851 0.781 0.853 0.805 0.845 0.832 0.826 0.829

RDEA 0.859 0.789 0.856 0.812 0.833 0.815 0.818 0.816
TrustRD 0.875 0.808 0.881 0.833 0.857 0.841 0.830 0.835
GACL 0.870 0.806 0.882 0.832 0.860 0.852 0.829 0.841
MFAN 0.881 0.830 0.906 0.856 0.865 0.857 0.842 0.849

GenFEND 0.890 0.851 0.880 0.865 0.865 0.842 0.852 0.848
DELL 0.887 0.841 0.876 0.858 0.855 0.850 0.822 0.843
L-Defense 0.892 0.860 0.890 0.872 0.861 0.871 0.828 0.849
DEEP 0.916 0.872 0.903 0.885 0.889 0.868 0.879 0.872

Table 1: Performance comparison. The best metric is in bold and the runner-up is underlined

4.2 Performance Comparison

The performance of all methods is reported in Ta-
ble 1, from which several insights can be drawn.
(1) Content-based methods that focus solely on
textual modality (i.e., BERT), exhibit the poorest
performance. This outcome is anticipated, as tweet
content is typically short and informal, providing
limited textual cues for effectively distinguishing
between rumors and non-rumors. Conversely, the
inclusion of image representation as additional
heterogeneous data points significantly enhances
performance. (2) Response-based methods gen-
erally outperform content-based approaches. Un-
like methods that concentrate solely on the source
content, response-based methods leverage addi-
tional indicative signals from public interactions.
The response graphs established by them can also
aid in discriminating rumors. Notably, MFAN,
which also incorporates image modality, achieves
superior results compared to other response-based
methods. (3) LLM-based methods establish a new
benchmark in rumor detection. Specifically, DELL
leverages LLMs to generate responses to source
tweets through role-playing and defines multiple
proxy tasks to obtain aggregated predictions, yield-
ing promising results. GenFEND follows a sim-
ilar direction to DELL but also integrates actual
responses with generated ones. Meanwhile, L-
Defense employs a pre-trained extraction module
to obtain competing evidence for LLM reasoning,
achieving the best result among the baselines. How-
ever, L-Defense may underperform if the extractor
fails to distill valid evidence from the responses,

and it lacks fine-grained quantification of evidence
intensity from both sides to derive uncertainty-
aware predictions. In contrast, our approach uti-
lizes LLMs to directly extract evidence from re-
sponses and perform reasoning, which obviates the
need for pre-training an extractor module and con-
sistently identifies informative evidence within the
sea of responses. Furthermore, our method quanti-
fies evidence intensity from both perspectives and
derive the prediction in an uncertainty-aware man-
ner, enhancing accuracy and trustworthiness.
4.3 Ablative Study
To evaluate our principal design motivations, we
have developed the following variants: (A1) LLM
utilization strategy: w/o Supporter, which exclu-
sively employs the LLM for negative reasoning;
w/o Refuter, which uses the LLM solely for posi-
tive reasoning; and w/ Direct, where the LLM is
directly fed both the source tweet and responses
to assess veracity. (A2) Evaluator strategy: w/
Concat, which concatenates the fused multimodal
positive and negative reasonings and inputs them
into a softmax-based classifier; w/ Attention, where
a typical attention mechanism is implemented to in-
tegrate the fused multimodal dual reasoning before
input to the classifier. (A3) Input modality: w/o
Visual, which only leverages the textual modality
as input to the framework.

The results, depicted in Figure 2, allow us to
extract several insights. Firstly, improper utiliza-
tion of LLMs can lead to a notable degradation
in performance. Specifically, prompting the LLM
from a single perspective may result in a biased
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Figure 2: Ablative study on model variants.

evaluation, potentially confusing the final evalua-
tor. Moreover, directly prompting the LLM with
source tweets and responses may cause the model
to overlook counterarguments, which are crucial
for accurate rumor detection. Secondly, failing to
model the evidence intensity from each viewpoint
and deriving the final result based on associated
uncertainty results in suboptimal performance. In
particular, merely concatenating reasonings to de-
rive a class probability distribution provides only
a coarse evaluation of evidence soundness with-
out fine-grained quantification. Similarly, while
an attention-based mechanism mitigates this issue
by focusing on potentially more informative rea-
soning, it still falls short in dynamically selecting
more reliable and coherent one, as the attention
weights cannot be equated with evidence intensity
or model confidence. Finally, integrating the visual
modality to conduct multimodal rumor detection is
beneficial for performance.

4.4 Uncertainty Analysis

A significant advantage of our proposed method is
its awareness of uncertainty in predictions. Specifi-
cally, the method is designed to exhibit lower uncer-
tainty for correct predictions and higher uncertainty
for incorrect ones. To validate this characteristic,
we visualized the sampled uncertainty density dis-
tribution of both correct and incorrect predictions
and compared these with selected baselines. To
the best of our knowledge, TrustRD is the only
baseline equipped with prediction uncertainty esti-
mation, employing Bayesian variational inference.
In contrast, other baselines predominantly use a
softmax-based classifier to derive the probability
of predictions. For a fair comparison, we normal-
ized the final class probabilities of these models
within the interval [0,1] as the model confidence.
In other words, the higher the confidence, the lower
the uncertainty and vice versa.
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Figure 3: Uncertainty analysis with respect to correct
and incorrect classification.

The results, illustrated in Figure 3, yield sev-
eral insights. Firstly, most baselines fail to provide
trustworthy confidence levels regarding correct and
incorrect predictions. This suggests that model-
ing the first-order probability as the final predic-
tion may not be reliable and could potentially mis-
lead decision-makers with erroneous predictions.
TrustRD, the best uncertainty-aware baseline, can
differentiate the uncertainty distribution between
correct and incorrect predictions to some extent.
However, its approach requires computing 10 iter-
ations per sample and relies on parameter adver-
sarial learning, both of which are computationally
intensive and not as accurate as our method. Sec-
ondly, Our proposed method adeptly differentiates
between the uncertainty distributions of correct and
incorrect predictions, requiring only a single com-
putation per sample. This is attributed to model-
ing fine-grained evidence intensity to quantify the
prediction uncertainty and effective uncertainty dis-
criminability. Consequently, compared to existing
methods based on LLMs aiming to produce expla-
nations aiding human decisions, our model offers
an additional advantage: it can reliably indicate the
trustworthiness of the obtained explanations.

4.5 LLM-based Methods Comparison
4.5.1 Helpfulness Evaluation
A principal advantage of LLM-based methods is
their ability to generate natural language-based ex-
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Figure 4: Helpfulness evaluation: Human judgment of
rumors based on source tweets alone versus outputs
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planations, facilitating human involvement in the
decision process. Given that L-Defense is the only
baseline designed to produce explanations to aid
human decisions, we included it alongside our pro-
posed method in a human evaluation study. Specif-
ically, we enlisted 10 linguistic experts to assess
the truthfulness of 50 source tweets using the out-
put from LLM-based methods. For L-Defense, we
provided the prediction and its corresponding ex-
planation, while for our method, we additionally
provided the prediction uncertainty.

The results, depicted in Figure 4, allow us to
extract several insights. (1) Relying solely on the
source tweet resulted in the poorest performance
among annotators, as it demands extensive topical
knowledge, which is often unattainable for each
sample. (2) The inclusion of outputs from LLM-
based methods significantly enhanced performance.
This improvement confirms that appropriately inte-
grating LLMs within the rumor detection pipeline
can increase the explainability of the task, thereby
guiding humans to more accurate decisions. (3)
The output from our proposed method enabled an-
notators to achieve superior performance compared
to that under L-Defense. This outcome can be at-
tributed to two factors. First, our method more
effectively extracts valuable clues from the input
than L-Defense, whose pre-trained extractor may
occasionally overlook existing key evidence. Sec-
ond, due to the modeling of fine-grained evidence
intensity, our prediction is more accurate and the
uncertainty indicator provides an additional layer
of verification, informing annotators about the reli-
ability of the predictions and explanations.

4.5.2 Efficiency Analysis
A significant concern with LLM-based methods is
their requirement for additional queries to collect
data from LLMs during both training and inference
phases. To address this, we conducted an efficiency
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Figure 5: Efficiency analysis of LLM-based methods
on the Twitter dataset. ’Preprocess’ refers to the time
needed to query the LLM. For a fair comparison, all
experiments were conducted on a single A100 GPU
using frozen LLaVA-13B.

analysis involving four LLM-based methods to de-
termine whether their accuracy improvements jus-
tify the additional computational intensity. This
analysis encompassed two aspects: training effi-
ciency (i.e., the time required to complete training)
and inference efficiency (i.e., the time required for
end-to-end inference per sample).

The results, illustrated in Figure 5, indicate that
GenFEND and DELL demand extensive time for
both training and inference. Specifically, Gen-
FEND necessitates querying the LLM 30 times
per sample, while DELL requires even more ex-
tensive iterations to construct the response graph.
In contrast, our proposed method and L-Defense
demonstrate greater and comparable efficiency, re-
quiring minimal queries to the LLM.

4.6 Early Rumor Detection

We incorporated our proposed method and selected
baselines to conduct an early rumor detection ex-
periment, examining various proportions of actual
responses in chronological order. Methods that are
not sensitive to variations in response quantity were
excluded.

The results, presented in Figure 6, indicate that
most response-based methods are highly sensitive
to the quantity of responses, with limited responses
in early detection scenarios significantly constrain-
ing their performance. In contrast, LLM-based
methods, particularly our proposed method, demon-
strate robustness in scenarios with scant responses.
On the one hand, this resilience can be attributed to
the impressive reasoning capabilities of LLMs that
effectively utilize even minimal content and insuffi-
cient responses. On the other hand, the results vali-
date that our dual-sided guidance approach enables
LLMs to effectively extract contrasting evidence
from multimodal content and helpful responses
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Text: No baes allowed: 

a Chick-fil-A manager 

has banned 22 hip words 

Explanation: This is likely a rumor based on 

several points of skepticism expressed in the 

response thread and the source tweet context. 

Multiple replies indicate doubt or confusion 

about the validity of the claim, with one user 

explicitly stating, "prob fake, still funny doe," 

suggesting they believe the story isn't true but 

find it amusing nonetheless. Additionally, 

another user sarcastically remarks, "Crazy! 

Can't believe a business expects its employees 

to act in a professional manner- outrageous!", 

implying that the premise of banning slang 

might be exaggerated or fabricated for effect. 

Moreover, the general tone of the responses, 

filled with humor and disbelief, further 

supports the idea that the original tweet is not 

being taken seriously by many readers. Besides, 

the provided image seems not a formal 

document from Chick-fil-A. (0.12)

Explanation: The truthfulness of the tweet is 

supported by both the image provided and the 

responses in the thread. The image clearly 

shows an iPhone 6 Plus with a noticeable 

bend, directly validating the claim made in the 

tweet. Responses such as "@smh roflmao.and 

how much did this cost?cooking foil over 

some plakky" and "@smh Just like wondering 

why your glasses broke cos they were in your 

hip pocket when you sat down??? Logical!" 

indicate that users are acknowledging and 

discussing the bending issue, with some even 

humorously commenting on the situation. The 

combination of visual evidence and user 

reactions both supports the truthfulness. (0.86)

Text: iPhone 6 Plus 

users report the body is 

bending in pants pockets

Figure 7: Two real-world rumor cases: The upper case
is correctly identified, and the lower case is misclas-
sified. Key evidence is highlighted, with the model’s
uncertainty indicated in parentheses.

so far, even in the absence of substantial public
interaction. Consequently, our proposed method
represents a generalizable framework capable of
adapting to varying response availability in rumor
detection tasks.

4.7 Case Study

To further substantiate the efficacy of our model,
we present two case studies involving real-world
rumors analyzed using our model’s outputs, expla-
nations, and indicated uncertainties. In these cases,
one rumor is accurately identified, while the other
is erroneously classified as a non-rumor.

The cases are illustrated in Figure 7. For the ac-
curately identified rumor, the model effectively gar-

ners concrete refuting evidence from the responses,
encapsulating the semantic essence of the response
thread at a high level. Additionally, the model
identifies suspicious elements within the provided
image, collectively supporting the conclusion that
the source tweet disseminates misleading informa-
tion. Conversely, for the misclassified sample, the
evidence derived from the responses is weak and
includes erroneous reasoning (the model misinter-
prets challenging response semantics as support-
ive). We hypothesize that the misclassification
arises due to the absence of strong counterargu-
ments, both from individual responses and at the
semantic level of the response thread, coupled with
strong cross-modal consistency in the multimodal
source tweet. On the other hand, the model exhibits
high uncertainty regarding this prediction (as there
also lacks strong supportive semantics from the
responses), a factor that could also be informative.

5 Related Work

Initial recognized efforts in rumor detection em-
ployed content-based methods, using neural net-
works like BERT (Devlin et al., 2018), Word2Vec
(Mikolov et al., 2013), and TextCNN (Zhang and
Wallace, 2015) to capture text representations of
source content. Recognizing the limitations of
short, informal tweet text, later approaches inte-
grated visual features to develop multimodal rep-
resentations, based on the assumption that con-
sistency between text and images suggests au-
thenticity (Sun et al., 2023). Recently, response-
based methods have gained prominence, utilizing
response threads as public wisdom. These meth-
ods often create bi-directional propagation graphs
(Bian et al., 2020) and apply data augmentation
(He et al., 2021) to enhance representation expres-
siveness while addressing noise (Sun et al., 2022;
Liu et al., 2023) to improve robustness. However,
most focus solely on textual responses due to chal-
lenges in integrating disparate visual data, a gap
partially addressed by models like MFAN (Zheng
et al., 2022) through hierarchical attention mech-
anisms. The rise of LLMs has further diversified
approaches. Methods like GenFEND (Nan et al.,
2024) and DELL (Wan et al., 2024) employ LLMs
for role-playing simulations to enhance detection,
while L-Defense (Wang et al., 2024) extracts ev-
idence from responses for defense-based reason-
ing. Our work extends these concepts by using
LLMs directly as evidence extractors, avoiding ad-
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ditional training phases and is more effective at
extracting valid evidence. We also uniquely model
dual-sided reasoning evidence intensity, enabling
uncertainty-aware predictions that enhance relia-
bility and explainability, and focus on multimodal
rumor detection.

6 Conclusion

In this work, we introduce DEEP, a multimodal
rumor detection framework that leverages the LLM
to analyze content from dual perspectives and in-
corporates a parameterized evidential evaluator to
assess contrasting evidence. We highlight several
key findings: (1) the LLM effectively extracts im-
portant clues from a set of responses, and inspiring
it to consider both positive and negative perspec-
tives ensures comprehensive clues and evidence;
(2) evidential learning proves effective and effi-
cient in assessing noise and uncertainty from each
side, adaptively selecting the more reliable one;
and (3) as a combination of the above, our method
produces more trustworthy and explainable predic-
tions, aiding manual rumor evaluation in real-world
contexts.

Limitation

While our work has achieved state-of-the-art perfor-
mance and introduced several notable advantages
compared to previous and contemporary studies, it
can still be improved in the following directions:
(1) Although we have empirically demonstrated
that our proposed method is significantly more
efficient compared to other contemporary work
utilizing LLMs, querying the LLM still incurs a
non-negligible computational cost compared to tra-
ditional deep neural networks. To address this,
we will explore more efficient versions (e.g., via
knowledge distillation) with minimal performance
sacrifice. We also anticipate natural advancements
in LLM efficiency over time. Additionally, we
have utilized the well-known open-source LLM,
LLaVA, but have not experimented with the well-
known closed-source LLM, GPT-4, due to poten-
tial extensive API financial costs. Nevertheless, our
proposed method is a general paradigm that can
be applied to both open-source and closed-source
LLMs. Given that GPT-4 is known as the most
powerful LLM currently available, applying our
work to GPT-4 could foreseeably achieve even bet-
ter performance. (2) Our method faces challenges
when the number of responses per instance signifi-

cantly increases, particularly regarding the LLM’s
ability to extract the most informative ones. While
advancements in LLM window sizes can partially
address this issue, they raise concerns about effi-
ciency. In this context, (Wang et al., 2024) provides
insights by using a pre-trained neural network to
extract seed responses, though it may occasionally
miss important ones. Future work could explore
more effective extraction modules based on related
studies in RAG. (3) Due to the constraints of the
selected dataset, our focus was limited to binary
classification tasks (i.e., rumor or non-rumor). Fu-
ture work could explore more fine-grained classi-
fication levels (e.g., half-true rumors). In this re-
gard, multi-view learning could be effective, where
fine-grained prediction logits are derived from each
view, and a fusion module combines them to pro-
duce the final result.

Ethical Consideration

The spread of rumors on social media is a signif-
icant societal issue, which serves as the primary
motivation for our proposed method. However,
since our method prompts the LLM to consider
dual perspectives, it reasons why a piece of news
could be both a rumor and not a rumor simultane-
ously. This feature could potentially be exploited
by malicious users to create seemingly reasonable
defenses for actual rumors, or to deceive our system
and other real-world rumor detectors. Additionally,
the data used in our experiments, which includes
responses from online users, could raise sensitive
privacy concerns if not appropriately anonymized.
To address these issues, we commit to ensuring
responsible access to our resources, including both
the data and the code used to replicate our frame-
work. Furthermore, all released preprocessed data
will be anonymized to protect sensitive information
about online users, in accordance with established
Twitter policies.
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Statistic Twitter PHEME

# Source Tweet 1642 2018
# Avg. Response 35 15
# Rumor 506 590
# Non-rumor 1136 1428
# Image 1056 2018

Table 2: Dataset statistics of Twitter and PHEME

A Appendix

A.1 Data Statistics
We have amalgamated the Twitter15 and Twitter16
datasets into a unified Twitter dataset, from which
duplicate entries have been removed. We have con-
solidated the labels "true rumor" and "non-rumor"
into a single "non-rumor" label, while retaining
"false-rumor" as the "rumor" label. For PHEME,
we use the publicly available dataset. Addition-
ally, responses posted after the official debunking
deadlines were excluded to prevent potential data
leakage. Detailed data statistics are provided in
Table 2.
Motivation for Adopting a Binary Setting for
the Twitter Dataset. While the original Twitter
dataset is a four-class prediction task, we adopt a
binary classification setting in this study for greater
real-world practicability and utility. Specifically,
according to the original documentation (Ma et al.,
2017), the "unverified" label refers to events un-
verified at the time the dataset was constructed.
However, based on our manual inspections, many
of these can now be verified, leading to potential la-
bel inconsistencies in the original setting that could
mislead the model. Besides, as both the original
true-rumor and non-rumor labels represent truth-
ful events, we focus on a binary classification task
distinguishing rumors from non-rumors.

A.2 Baseline Descriptions
• BERT (Devlin et al., 2018): A pre-trained

language model utilizing deep bidirectional
transformers. We employ BERT to derive the
textual representation of posts for classifica-
tion purposes.

• EANN (Wang et al., 2018): Employs an event
adversarial neural network to extract event-
invariant features from images and texts for
rumor detection.

• KDCN (Sun et al., 2023): A knowledge-based
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multimodal rumor detection model that learns
dual consistency between image-text content
and entity-common knowledge correlations.

• RDEA (He et al., 2021): A response-based
method that uses graph augmentation strate-
gies to learn robust propagation representa-
tions for each selected instance.

• TrustRD (Liu et al., 2023): A trustworthy ru-
mor detector that initially eliminates noise
within rumor propagation and then applies
Bayesian variational inference to quantify pre-
diction uncertainty.

• GACL (Sun et al., 2022): A response-
based rumor detector using adversarial con-
trastive learning to generate adversarial sam-
ples, thereby enhancing the model’s discrimi-
native capabilities.

• MFAN (Zheng et al., 2022): A multimodal ru-
mor detector that utilizes both the multimodal
content and corresponding responses, employ-
ing a hierarchy attention-based mechanism to
fuse different modalities for prediction.

• GenFEND (Nan et al., 2024): An LLM-based
rumor detector that uses the LLM to generate
pseudo responses from different user groups
to uncover insights from users unlikely to com-
ment in real-world scenarios.

• DELL (Wan et al., 2024): An LLM-based ap-
proach that simulates user interactions with
various types of source tweets and defines
a set of proxy tasks for the LLM to solve,
thereby enhancing rumor detection.

• L-Defense (Wang et al., 2024): An LLM-
based method that initially extracts competing
evidence from responses using a pre-trained
extractor and then prompts the LLM to rea-
son about the dual-sided veracity of the given
source tweet.

A.3 Implementation Details

We developed our framework using Pytorch.
For the LLM, we selected LLaVA-13B. The
text encoder implemented was the pre-trained
bert-uncased-english, and for image encod-
ing, we employed the state-of-the-art vision Trans-
former google/vit-base-patch16-224. The
hidden dimensions d and dk were set to 768. All

MLPs are two-layered with activation function
ReLu. We configured the learning rate to 1× 10−4,
set the batch size to 16, and utilized Adam as our
optimizer for training. Note that the LLM is frozen.

For the implementation of baselines, we repro-
duced their work using the officially released code
and fine-tuned the parameters to achieve optimal
performance.
Measures on Data Leakage for LLM-based
Methods. Considering that most LLMs are pre-
trained with data available beyond the deadlines of
the datasets used, to prevent potential data leakage
(i.e., the LLM might already know the ground truth
of the instances), we implemented a specific mea-
sure. We prompted the LLM with the following
query for each dataset instance:

Based on your own factual knowledge, do
you know the ground truth label of the tweet
[s, u, t] awaiting rumor verification? Please
select only one of the following options:
rumor, non-rumor, or I don’t know.

The responses from the LLM were then sub-
jected to a filtration process. If the LLM provided
a correct answer with a coherent explanation, it
indicated that the model was already aware of the
truth without our designed prompts and workflow,
which would be considered data leakage.

A.4 Additional Performance Comparison on
Baseline Variants

In our pilot study, We first use the original textual
LLM settings for baselines as described in their pa-
pers and then experiment by replacing the textual
LLM with a visual one in our main experiments.
Here, we present the performance of LLM base-
lines using textual LLMs.

As shown in Table 3, the performance of all
LLM baselines using textual versions is consistent
with that of visual LLMs under our main experi-
mental settings, with visual LLMs sometimes per-
forming better. Therefore, for fair comparison, we
use visual LLMs for all LLM baselines. Another
thing needs to be noted is that the trainable pa-
rameter size of our method is comparable to the
baselines, approximately 300M.
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Model
Twitter PHEME

Acc F1 Acc F1

GenFEND 0.886 0.859 0.859 0.842
DELL 0.889 0.855 0.851 0.839
L-DEFEND 0.895 0.871 0.859 0.848

Table 3: Additional experiments on baseline variants by
using textual LLMs. The estimated trainable parameter
size for baselines is approximately 300-400M.
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