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Abstract

The capacity of large language models (LLMs)
to understand and distinguish socially unaccept-
able texts enables them to play a promising
role in abusive language detection. However,
various factors can affect their sensitivity. In
this work, we test whether LLMs have an unin-
tended bias in abusive language detection, i.e.,
whether they predict more or less of a given
abusive class than expected in zero-shot set-
tings. Our results show that instruction-tuned
LLMs tend to under-predict positive classes,
since datasets used for tuning are dominated
by the negative class. On the contrary, mod-
els fine-tuned with human feedback tend to be
overly sensitive. In an exploratory approach to
mitigate these issues, we show that label fre-
quency in the prompt helps with the significant
over-prediction.

1 Introduction

The rapid development of social media facilitates a
surging amount of user-generated content, which
inevitably includes abusive language,1 making au-
tomatic detection crucial. Recent developments of
large language models (LLMs) enable their appli-
cation for different NLP tasks (Radford et al., 2019;
Brown et al., 2020), including abusive language de-
tection (Li et al., 2024). LLMs can even be applied
for abuse detection without fine-tuning, i.e., zero-
shot, making them invaluable for communities who
do not have the resources2 to annotate datasets for
their specific needs (Plaza-del arco et al., 2023).

Various LLMs are available. Instruction-tuned
models, such as Flan-T5 (Chung et al., 2024), are
fine-tuned on different datasets and tasks, includ-
ing abuse detection, in order to perform well over a

*This work was done while the author was affiliated with
LMU Munich.

1We use the term abusive language as any type of socially
unacceptable content.

2Although LLMs need financial resources, they can elimi-
nate the need for experts to annotate or define guidelines.

range of tasks. Abuse datasets, some of which are
included in LLM instruction tuning, suffer from
label imbalance, leading to low recall in supervised
classifiers (Steimel et al., 2019; Rizos et al., 2019;
Al-Azzawi et al., 2023). Thus, the question arises:
Do instruction-tuned LLMs have the same prob-
lem? Other models, such as LLaMA 2-Chat (Tou-
vron et al., 2023), are fine-tuned using reinforce-
ment learning with human feedback (RLHF) to
align the model to human preferences for helpful-
ness and safety. RLHF can make LLMs conser-
vative and sensitive to unsafe contexts. As shown
by Touvron et al. (2023), with more safety data
mixed in the tuning process, the LLaMA 2-Chat
model exhibits a higher false refusal rate by refus-
ing to answer the actual non-adversarial prompts
out of safety considerations. This might affect
LLMs’ fairness in the abusive language detection
task.3 It’s crucial to figure out these issues when
using LLMs as annotators for abuse detection.

In this work, we evaluate the performance of
four LLMs (Flan T5, OPT-IML, LLaMA 2-Chat,
and GPT 3.5) in zero-shot settings with prompt-
ing techniques. We consider an LLM to be bi-
ased when it predicts more (over-prediction) or
less (under-prediction) of a given class than it
should. To measure this deviation we calculate the
ratio of the predicted and expected frequency of a
given label, using 4 binary and 3 multi-class En-
glish datasets covering a wide range of annotation
methodologies to ensure representativeness and ro-
bustness against dataset biases. Results show that
instruction-tuned models predict less positive abu-
sive labels and even suffer from under-prediction,
while RLHF tuning leads to over-prediction of pos-
itive labels. Additionally, we present exploratory

3In this work, we hypothesize subtle annotation differences
do not significantly impact biases in abusive language detec-
tion. As noted by Touvron et al. (2023), while annotations
may vary, skilled annotators can provide consistent evalua-
tions that models can reliably learn from. Humans are adept at
distinguishing response quality, adding to RLHF robustness.
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#Params Instruction-tuned RLHF Open Source (temp, topp)
Flan-T5 3B ✓ ✓ (0.7, 0.7)

OPT-IML 1.3B ✓ (0.9, 0.7)
GPT 3.5 ✓ ✓ (0.9, 0.3)

Llama 2-Chat 7B ✓ ✓ ✓ (0.1, 1.0)

Table 1: Summary of the examined models in our experiments. Our setups of temperature and topp for each
model are listed. Our choice of models in this work covers the spectrum of LLMs and we made sure not to have
data contamination with our considered test datasets.

experiments aiming at mitigating such biases by
informing LLMs about the desired label distribu-
tions that they should output. Our experiments
show that LLMs having significant over-prediction
can be positively steered, however, the opposite
or no effect can be achieved in the case of mild
over-prediction or under-prediction.

2 Methods

Our goal is to test the abusive language bias in
LLMs caused by fine-tuning procedures and data.
We test off-the-shelf LLMs using zero-shot prompt-
ing and no abusive language-specific fine-tuning.

Base Prompt We employ a base prompt and
ask LLMs to classify if a given text belongs to a
specific abusive or non-abusive class. For example,
we input: Text: {text} Is this NORMAL, OF
FENSIVE, or HATESPEECH? Answer in one word
with NORMAL, OFFENSIVE, or HATESPEECH only.
where {text} is the input example, and we take
the generated texts as the label.

Adding Label Distribution As a preliminary
set of experiments motivated by traditional im-
balance learning techniques (Zhang et al., 2024),
especially thresholding methods which compen-
sate for the prior class probabilities (Buda et al.,
2018), we test whether the output label distri-
bution of LLMs can be steered with informa-
tion about label distributions. In our method de-
noted by numeric, we specify label distribution
in numbers, e.g., Consider that the post orig
inates from a dataset where 16.8% labels
are NORMAL, 77.4% labels are OFFENSIVE, and
5.8% labels are HATESPEECH. Additionally, con-
sidering that some models may lack the ability
to process numerical information, in the word
method, we specify the relative frequency of labels,
e.g., Consider that the post originates from
a dataset where OFFENSIVE occurs more fre
quently than NORMAL, NORMAL occurs more fre
quently than HATESPEECH, and OFFENSIVE oc

curs more frequently than HATESPEECH. Note
that we relied on training set distributions in this ex-
ploratory method. Appendices C and D show that
if no training dataset is available giving feedback
to the model after manually investigating a few
samples, or instructing the model about a balanced
distribution can reach competitive results.

3 Experiments

Experimental Setup We focus on Flan-T5-XL,
OPT-IML-1.3B, LLaMA 2-Chat 7B, and GPT 3.54

in this work. A summary of models examined
in our work is listed in Table 1. As it is known
from previous work that LLMs are sensitive to
prompts (Zhu et al., 2023; Pezeshkpour and Hr-
uschka, 2023), we experimented with different
prompt variants, including permuting labels (Shu
et al., 2024), to eliminate bias from the prompt it-
self. For each LLM we selected the prompt that per-
formed best on average based on the development
splits of our datasets using macro F1 score. The
final prompts are listed in Table 7. On top of dif-
ferent prompt formats, we adopted grid search on
temperature and topp and compared the average
macro F1 scores across all datasets for each combi-
nation of parameter values using the development
split of each dataset. Regarding the prediction, we
take the first token of a generated text as the label.
When the first token is not among the valid labels,
we exclude this sample when measuring the model
performance. Our results were the average of three
seeds (0, 21, 42). The code and experiment outputs
are available in github.5

Datasets To have robust results and minimize
the negative effects of dataset biases, we experi-
mented on datasets with various abusive task types
and label sets (toxic, hate speech, etc.) from dif-
ferent social media platforms (Twitter, Wikipedia
comments), which are thus representative of a wide

4We adopted the gpt-3.5-turbo-0125 variant.
5https://github.com/zhangyaqi20/llm_sensitivity_challenges
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Macro F1
non-abusive abusive

biasaggbias F1 bias F1

Flan-T5 XL 73.03 6.33 87.17 −23.55 58.90 15.14

Civil-Comments 71.15±0.76 2.81±0.07 96.14±0.09 −32.41±0.76 46.16±1.44 17.61±0.42

HASOC-2019 task1 74.65±0.37 7.94±0.47 88.84±0.17 −23.84±1.40 60.45±0.61 15.89±0.93

HatEval 70.07±0.48 −0.29±0.44 74.40±0.38 0.39±0.59 65.76±0.59 0.48±0.32

OLID 76.26±0.55 14.84±0.58 89.29±0.24 −38.33±1.50 63.23±0.87 26.59±1.04

OPT-IML 1.3B 59.15 16.81 83.24 −11.76 35.06 44.72

Civil-Comments 56.44±0.56 −9.71±0.35 89.15±0.26 112.03±4.03 23.73±0.89 60.87±2.19

HASOC-2019 task1 57.52±1.56 20.00±1.50 85.16±0.14 −60.07±4.51 29.88±3.04 40.03±3.01

HatEval 59.31±0.96 38.80±1.58 74.30±0.55 −52.07±2.12 44.32±1.52 45.43±1.86

OLID 63.31±2.67 18.17±0.80 84.33±1.16 −46.94±2.06 42.29±4.20 32.56±1.42

LLaMA 2-Chat 7B 65.07 −16.88 77.21 138.76 52.92 77.82

Civil-Comments 47.22±0.11 −44.08±0.18 70.16±0.14 508.36±2.01 24.27±0.07 276.22±1.09

HASOC-2019 task1 73.26±0.27 −0.69±0.12 86.50±0.11 2.08±0.35 60.02±0.43 1.39±0.23

HatEval 66.72±0.11 −11.40±0.20 69.40±0.12 15.30±0.27 64.03±0.11 13.35±0.24

OLID 73.06±0.19 −11.35±0.73 82.76±0.03 29.31±1.88 63.35±0.40 20.32±1.30

GPT 3.5 70.79 0.06 84.82 20.59 56.76 17.32

Civil-Comments 65.78±0.20 −7.49±0.35 92.18±0.08 86.38±4.08 39.38±0.45 46.94±2.22

HASOC-2019 task1 75.48±0.31 −2.43±0.41 87.30±0.24 7.29±1.25 63.65±0.39 4.86±0.83

HatEval 67.18±0.42 12.04±0.80 74.24±0.26 −16.16±1.07 60.13±0.62 14.10±0.94

OLID 74.70±0.21 −1.88±0.67 85.54±0.24 4.86±1.73 63.87±0.19 3.37±1.20

(a) Binary datasets.

Macro F1
normal offensive hate speech

biasaggbias F1 bias F1 bias F1

Flan-T5 XL 61.81 −10.29 73.89 −18.77 63.51 61.68 48.03 31.70

Davidson-2017 70.22±0.11 4.36±0.45 85.69±0.68 −5.49±0.29 91.73±0.09 60.96±3.86 33.23±0.68 23.60±1.36

HateXplain 53.40±0.45 −24.94±0.26 62.09±0.63 −32.05±1.42 35.28±0.56 62.40±1.56 62.83±0.51 39.80±1.06

OPT-IML 1.3B 37.09 110.52 46.13 −52.72 36.67 114.61 28.45 97.92

Davidson-2017 35.79±0.41 174.51±1.39 39.73±0.70 −56.14±0.33 52.40±0.68 245.11±2.29 15.24±1.32 158.59±0.93

HateXplain 38.38±1.02 46.52±0.93 52.53±0.55 −49.30±0.37 20.94±1.70 −15.90±0.85 41.66±0.96 37.24±0.71

LLaMA 2-Chat 7B 55.10 −34.88 52.89 22.91 64.48 56.48 47.91 41.31

Davidson-2017 62.27±0.19 4.08±0.87 70.31±0.16 −5.59±0.35 86.81±0.05 63.17±2.13 29.67±0.66 24.28±1.11

HateXplain 47.92±0.36 −73.83±0.27 35.47±0.16 51.40±1.53 42.15±0.57 49.78±1.57 66.14±0.40 58.33±0.20

GPT 3.5 52.39 −48.75 51.81 79.88 67.45 16.33 37.92 67.41

Davidson-2017 61.36±0.65 −28.29±1.08 62.41±1.14 −0.52±0.16 86.78±0.30 89.39±1.80 34.88±0.77 39.40±0.88

HateXplain 43.42±0.57 −69.22±0.20 41.20±0.24 160.28±2.39 48.12±0.41 −56.73±2.43 40.95±1.45 95.41±1.55

(b) Multi-class datasets.

Table 2: Results with the base prompt. Averaged results follow the model names. ± indicates standard deviation.

range of abusive tasks and domains. Details about
the used datasets can be found in Appendix B.
We argue that by averaging results over multiple
datasets their differences and biases cancel out.

Evaluation Metrics We follow the common
practice of evaluating an abusive language classifier
using F1 and macro F1 scores. Additionally, we
measure a model’s prediction bias as the difference
between the label distributions of the gold (test set)
and model output. Note that all occurrences of
bias in our work refer to the prediction bias. Con-
sider a dataset with 5 non-abusive and 5 abusive
texts. A model M1 classifies all the samples as non-
abusive, whereas M2 correctly classifies 3 of 5 non-
abusive and 4 of 5 abusive samples. Both models
have 67% as the F1 score for the non-abusive class.
However, M1 is clearly biased towards predicting
the negative class. This demonstrates that the F1

score alone cannot provide a complete picture of
the prediction distributions. Inspired by Dixon et al.
(2018), for a given class c ∈ C we define biasc to
measure how much the model predicts c more or
less than it should as:

biasc =
(TPc + FPc)− (TPc + FNc)

TPc + FNc
(1)

where TPc counts the number of samples which
are correctly classified as c, FNc counts samples
that are wrongly classified as non-c, while FPc is
the number of non-c samples that are wrongly clas-
sified as c. A classifier with no bias towards label
c should have biasc = 0. A biasc > 0 indicates
that label c is over-predicted, e.g., biasc = 0.5
means 50% more, while biasc < 0 shows under-
prediction. Finally, we define the overall bias of a
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LLaMA 2-Chat 7B Macro F1
non-abusive abusive

biasaggbias F1 bias F1

Average 65.07 −16.88 77.21 138.76 52.92 77.82
+ numeric (train) 67.57 −12.44 80.41 82.32 54.74 47.38

+ word (train) 63.75 10.51 84.15 −9.25 43.35 35.39

Civil-Comments 47.22±0.11 −44.08±0.18 70.16±0.14 508.36±2.01 24.27±0.07 276.22±1.09

+ numeric (train) 55.83±0.01 −24.70±0.10 82.91±0.04 284.79±1.13 28.74±0.04 154.75±0.61

+ word (train) 60.46±0.19 −8.14±0.19 90.73±0.11 93.90±2.10 30.19±0.28 51.02±1.14

OLID 73.06±0.19 −11.35±0.73 82.76±0.03 29.31±1.88 63.35±0.40 20.32±1.30

+ numeric (test) 76.35±0.62 −4.25±0.25 86.08±0.35 10.97±0.64 66.62±0.90 7.61±0.44

+ numeric (train) 75.85±0.39 −8.01±0.34 85.13±0.21 20.70±0.87 66.58±0.58 14.35±0.60

+ word (train) 67.11±0.55 21.13±0.28 86.65±0.22 −54.59±0.72 47.56±0.89 37.86±0.50

Table 3: LLaMA 2-Chat 7B results on binary datasets with label distribution in the prompt. The first three rows
present average results across four binary datasets. "+ numeric (train/test)" is the prediction with train/test set
distribution specified by percentage numbers. "+ word (train)" is the prediction with training set distribution
specified by textual descriptions of label frequency. bias in green indicates the corresponding method mitigates the
prediction bias.

HateXplain Macro F1
normal (28.5%) offensive (40.6%) hate speech (30.9%)

biasaggbias F1 bias F1 bias F1

OPT-IML 1.3B 38.38±1.02 46.52±0.93 52.53±0.55 −49.30±0.37 20.94±1.70 −15.90±0.85 41.66±0.96 37.24±0.71

+ numeric (train) 35.60±0.18 −5.54±1.60 45.50±0.79 98.12±1.53 40.97±0.49 −83.36±0.57 20.34±0.82 62.34±0.85

+ word (train) 42.82±1.61 29.25±2.97 54.61±1.23 −25.73±4.47 29.76±2.32 −14.77±2.38 44.09±1.45 23.25±2.38

LLaMA 2-Chat 7B 47.92±0.36 −73.83±0.27 35.47±0.16 51.40±1.53 42.15±0.57 49.78±1.57 66.14±0.40 58.33±0.20

+ numeric (train) 50.87±0.39 36.96±0.59 67.85±0.23 −59.06±1.34 22.27±0.61 5.84±0.70 62.49±0.51 33.95±0.81

+ word (train) 53.79±0.48 −34.57±0.58 57.56±0.58 56.57±1.42 44.76±0.42 −6.68±0.76 59.04±0.74 32.61±0.86

GPT 3.5 43.42±0.57 −69.22±0.20 41.20±0.24 160.28±2.39 48.12±0.41 −56.73±2.43 40.95±1.45 95.41±1.55

+ numeric (train) 42.52±0.29 −83.88±0.66 25.26±0.95 143.31±2.28 46.39±0.30 −21.77±1.40 55.92±1.08 82.99±1.40

+ word (train) 46.09±0.24 −76.64±0.27 33.59±0.35 86.19±0.94 45.31±0.31 21.38±1.18 59.37±0.69 61.40±0.18

Table 4: Results on HateXplain with label distribution in the prompt. The percentage number after each label
denotes the label distribution in the training set.

given model as:

biasagg =
1

|C|
∑
c∈C

|biasc| (2)

Importantly, biasc only measures the amount of
predicted labels compared to the gold value and ig-
nores whether the individual instances are correctly
classified. An approximately zero bias score does
not guarantee a high F1 score, and vice-versa. Thus
we take both F1 and the bias scores into account
when discussing the model performance.

4 Results and Analysis

Base Results Table 2a presents the results on
the binary datasets. We found that GPT 3.5 and
LLaMA 2-Chat over-predicted the abusive class,
while Flan-T5 and OPT-IML under-predicted it.
Although there is a small variance in the amount
of bias of the models across the different datasets,
the direction (+/-) of the bias is constant for all
models, with only two exceptions, indicating a gen-
eral model tendency. We conjecture that the sim-
ilar behavior of GPT 3.5 and LLaMA 2-Chat is

rooted in RLHF, especially the fine-tuning towards
the safety metrics (Touvron et al., 2023), so that
they rather label any suspicious sentence as abusive
rather than leave them unfiltered. However, Flan-
T5 and OPT-IML are instruction-tuned, including
abusive datasets which suffer from label imbalance,
leading to the negative prediction bias. Table 2b
presents the results on two fine-grained datasets.
As above, the RLHF models tend to over-predict
the positive labels and under-predict the negative
one. In contrast, Flat-T5 and OPT-IML have mixed
results. They over-predict normal class with one ex-
ception, under-predict the offensive (positive) class,
but over-predict the hate class. Still, compared to
the RLHF models they predict more of the negative
classes and less of the positive classes.

Overall, Flan-T5 shows the lowest amount of
biasagg compared with the other three models.
However, they are comparable to Flan-T5 on many
of the datasets when considered individually.

Prompting with Label Distribution Adding la-
bel distribution information leads to a smaller non-
abusive and abusive bias on average in case of
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LLaMA 2-Chat on the binary datasets (Table 3).
The word variant wins over the numeric variant on
average, although there are exceptions. It can also
be seen that mitigating the bias also brings improve-
ments to the overall classification performance with
a higher macro F1 score. We find similar results
on the fine-grained HateXplain dataset in Table 4.

Overall, we conclude that including label dis-
tribution in the prompt can alleviate the abusive
bias in RLHF models on datasets with a larger de-
gree of prediction bias from LLMs. In contrast,
we also found that this approach is ineffective for
Flan-T5 and OPT-IML, and can hurt the model
performance on unbiasedly predicted datasets with
the base prompt. We perform further analyses in
Appendices C, D and E, to highlight some of the
negative results that did not fit the main paper.

5 Conclusion

In this work, we analyzed the abusive language
bias of four popular LLMs. Our results show that
instruction-tuned models tend to under-predict the
abusive labels, while RLHF models have the op-
posite tendency. Our work raises awareness about
potential pitfalls in current LLM fine-tuning strate-
gies when imbalanced training data is used for
instruction-tuning as well as about achieving a bet-
ter trade-off in the helpfulness and safety of LLMs
in RLHF when abusive language is included. We
experimented with a preliminary method to miti-
gate model bias and showed promising results in
the case of biased models.

Limitations

Although we tested on 7 datasets, our experiments
are limited to English corpora. Our current con-
centration on the English-speaking community is
to avoid involving potential cross-cultural biases.
We think, however, it is also worth extending this
task in subsequent studies to include other cultural
backgrounds and communities. We believe that our
findings on the prediction bias in LLMs also hold
for other languages, but verification is needed.

Furthermore, the methods to mitigate the predic-
tion bias in LLMs in our work are just exploratory,
including negative findings. There is a large room
for further improvement in addressing the label
bias in LLMs, starting from the root cause of the
bias. It is thus worth exploring more methods and
strategies in future work.
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in the highest macro F1 score for each method
on each dataset. Additionally to the numeric and
word prompt variants, we also examine if an LLM
can learn from its own mistakes in our feedback
method as presented in Appendix C. We point out
how much a given model deviates from the ex-
pected distribution, e.g., You wrongly predicted
less NORMAL, less HATESPEECH, but much more
OFFENSIVE than what is actually present in
the dataset.

B Datasets

We experimented on the datasets below which in-
volve various abusive types (toxic, hate speech,
etc.) and different social media platforms (Twitter,
Facebook, Wikipedia comments), representing a
wide range of abusive language detection tasks.

Civil-Comments is a multi-label dataset6 used
to identify and classify various types of toxic
Wikipedia comments. We utilized its binary la-
bel. We sub-sampled 5,000 instances due to limited
computational resources.

Davidson-2017 is collected to better differentiate
between serious hate speech and commonplace of-
fensive language (Davidson et al., 2017). We used
its fine-grained labels.

HASOC-2019 contains Twitter and Facebook
posts for the identification of hate speech and offen-
sive content in Indo-European languages (Mandl
et al., 2019). We experimented on the English set
with the binary task (Task 1) to detect hate and of-
fensive language (HOF), as well as the fine-grained
task (Task 2) to differentiate between three sub-
types of HOF: hate, offensive, and profane.

HatEval is the dataset used in SemEval 2019
Task 5 (Basile et al., 2019) to detect hate speech
against immigrants and women in tweets. We used
its English dataset with the binary label.

HateXplain is a benchmark dataset by Mathew
et al. (2020) to capture human rationales for hate
speech labeling. We used its fine-grained set to
classify a text into hate, offensive, or normal.

OLID is a dataset compiled by Zampieri et al.
(2019) for offensive content using a fine-grained
three-layer annotation scheme. We used its binary
labels.

6https://www.kaggle.com/competitions/
jigsaw-toxic-comment-classification-challenge/
data

GPT 3.5 non-abusive abusive biasagg
base 0.06 20.59 17.32

+ numeric (train) −8.15 34.37 21.25
+ word (train) 14.15 −37.12 25.63

+ feedback 2.41 −4.76 4.42

Table 5: Prediction bias in GPT 3.5 on binary datasets
with various prompting strategies.

C Prompting by Learning from Base
Results

Given a development set of the target domain, we
can measure and tell the model where it is wrong.
We can prompt the model that it predicted more
or less of a particular class than needed. We call
this variant of prompting, feedback (more details in
Appendix A). Although neither the numeric nor the
word helped in mitigating the bias of GPT 3.5, the
feedback format decreased it significantly. With
extra experiments, we achieved results as shown
in Table 5. As can be seen from the table, the
feedback significantly alleviates the prediction bias
in GPT 3.5. We conjecture the effectiveness is
due to stating that the model has made an error,
similarly as in self-correct approaches (Madaan
et al., 2023).

D Prompting with Made Up Information

In addition to prompting models with the train-
ing set distribution, we would also like to observe
model performance when made-up information is
given, i.e., to test model sensitivity to distribution
information variations and eliminate the need for
gold label distribution information. In Table 6
we test the model bias, averaged over the binary
dataset, when the distribution of training data and
an equal distribution are given. With a higher pro-
portion of abusive labels, GPT 3.5 and LLaMA
2-Chat tend to predict more abusive samples, and
the numeric variant has a greater influence than the
word one. In comparison, Flan-T5 and OPT-IML
predict less abusive samples when increasing the
portion of the abusive class in the prompt. When
the model is informed about a balanced distribution
(+numeric(50%) and +word(same)) the models per-
form competitively with the prompts using the train
distribution. This indicates that the balanced setup
is a good choice in case of no information about
the true distribution. Further, as shown by Table 6
and detailed results on all datasets in Appendix F,
we found that results on the Flan-T5 model are

https://www.kaggle.com/competitions/jigsaw-toxic-comment-classification-challenge/data
https://www.kaggle.com/competitions/jigsaw-toxic-comment-classification-challenge/data
https://www.kaggle.com/competitions/jigsaw-toxic-comment-classification-challenge/data
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Flan-T5 XL OPT-IML 1.3B
non-abusive abusive biasagg non-abusive abusive biasagg

base 6.33 −23.55 15.14 16.81 −11.76 44.72
+ numeric (train) 6.77 −28.32 17.54 25.12 −69.37 47.25
+ numeric (50%) 6.43 −26.53 16.48 22.34 −62.32 42.33
+ numeric (75%) 6.07 −25.81 15.94 22.43 −63.57 43.00

+ word (train) 5.67 −23.34 14.58 29.09 −75.38 52.23
+ word (same) 5.99 −22.02 14.00 25.05 −64.89 44.97

GPT 3.5 LLaMA 2-Chat 7B
non-abusive abusive biasagg non-abusive abusive biasagg

base 0.06 20.59 17.32 −16.88 138.76 77.82
+ numeric (train) −8.15 34.37 21.25 −12.44 82.32 47.38
+ numeric (50%) −22.91 116.92 69.92 −24.21 149.97 87.09

+ word (train) 14.15 −37.12 25.63 10.51 −9.25 35.39
+ word (same) −7.56 39.77 24.14 2.81 16.69 24.57

Table 6: Average bias on binary datasets with various prompting strategies. Values in the parentheses specify the
made-up information added to the prompt. For example, + numeric (75%) means we indicate that the abusive class
is 75%, while the non-abusive one is 25%, while + word(same) means we state that all labels occur with the same
frequency.

close to each other, indicating that Flan-T5 is hard
to steer with numeric or word descriptions. This
aligns with the experimental results shown in (Roy
et al., 2023) when applying different prompting
strategies.

E Bias towards Various Abusive Types

Our experiments discussed above relate to datasets
with both abusive and non-abusive samples. In this
section, we examine the prediction bias in LLMs
when classifying different abusive types. Thus, we
conducted experiments on the HASOC-2019 task2
with labels: hate speech, offensive, and profane.
From the results in Table 8g, we conclude that for
all models there is no clear tendency towards any
of the labels when the base prompt is used. We
also prompt the models with label distribution in-
formation. On LLaMA 2-Chat 7B we achieved
better aggregated results with both numeric and
word variants. But on GPT 3.5, we found that,
although the prompt with label distribution suc-
cessfully flipped the prediction to output more hate
speech and less offensive/profane, the magnitude
of the change exceeds much more than needed,
leading to an over-prediction in hate speech and
under-prediction in the other two labels. Even with
the test data distribution, the situation was not im-
proved. We then experimented further with feed-
back prompt and obtained a better distribution on
two of the labels as well as a lower aggregated bias

value. We see that on both instruction-tuned mod-
els, adding label information even harms the model
performance. From these results we conclude that
the models can be steered, however they are sen-
sitive to various factors which we leave to future
work to be explored.

F Full Experimental Results

We presented the detailed results on all of our
datasets in Table 8.
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LLaMA 2-Chat 7B

Base

Text: ``` {text}```
Classify this text with "NORMAL" / "OFFENSIVE" / "HATESPEECH".
Answer 0 for "NORMAL", 1 for "OFFENSIVE", and 2 for "HATESPEECH".
The answer is

+ Numeric

The following text originates from a dataset where 16.8% labels are "NORMAL", 77.4% labels are
"OFFENSIVE", and 5.8% labels are "HATESPEECH".
Text: ``` {text}```
Classify this text with "NORMAL" / "OFFENSIVE" / "HATESPEECH".
Answer 0 for "NORMAL", 1 for "OFFENSIVE", and 2 for "HATESPEECH".
The answer is

+ Word

The following text originates from a dataset where "OFFENSIVE" occurs more frequently than "NORMAL",
"NORMAL" occurs more frequently than "HATESPEECH", and "OFFENSIVE" occurs more frequently
than "HATESPEECH".
Text: ``` {text}```
Classify this text with "NORMAL" / "OFFENSIVE" / "HATESPEECH".
Answer 0 for "NORMAL", 1 for "OFFENSIVE", and 2 for "HATESPEECH".
The answer is

GPT 3.5

Base
Text: ``` {text}```
Is this text NORMAL, OFFENSIVE, or HATESPEECH?
Answer in one word with NORMAL, OFFENSIVE, or HATESPEECH only.

+ Numeric

Text: ``` {text}```
Consider that the post originates from a dataset where 16.8% labels are NORMAL, 77.4% labels are
OFFENSIVE, and 5.8% labels are HATESPEECH.
Is this text NORMAL, OFFENSIVE, or HATESPEECH?
Answer in one word with NORMAL, OFFENSIVE, or HATESPEECH only.

+ Word

Text: ``` {text}```
Consider that the post originates from a dataset where OFFENSIVE occurs more frequently than NORMAL,
NORMAL occurs more frequently than HATESPEECH, and OFFENSIVE occurs more frequently
than HATESPEECH.
Is this text NORMAL, OFFENSIVE, or HATESPEECH?
Answer in one word with NORMAL, OFFENSIVE, or HATESPEECH only.

+ Feedback

Text: ``` {text}```
You wrongly predicted less NORMAL, less HATESPEECH, but much more OFFENSIVE than what is
actually present in the dataset.
Is this text OFFENSIVE, HATESPEECH, or NORMAL? Answer in one word with OFFENSIVE,
HATESPEECH, or NORMAL only.

(a) Prompts for RLHF models
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Flan-T5-XL

Base

Classify the post delimited by three backticks as normal, offensive, or hatespeech.
Provide the answer as either normal, offensive, or hatespeech only.
Example output for normal : normal
Example output for offensive : offensive
Example output for hatespeech : hatespeech
``` {text}```

+ Numeric

Consider that the text originates from a dataset where 16.8% labels are normal, 77.4% labels are offensive,
and 5.8% labels are hatespeech.
Based on this classify the post delimited by three backticks as normal, offensive, or hatespeech.
Provide the answer as either normal, offensive, or hatespeech only.
Example output for normal : normal
Example output for offensive : offensive
Example output for hatespeech : hatespeech
``` {text}```

+ Word

Consider that the text originates from a dataset where offensive occurs more frequently than normal,
normal occurs more frequently than hatespeech, and offensive occurs more frequently than hatespeech.
Based on this classify the post delimited by three backticks as normal, offensive, or hatespeech.
Provide the answer as either normal, offensive, or hatespeech only.
Example output for normal : normal
Example output for offensive : offensive
Example output for hatespeech : hatespeech
``` {text}```

OPT-IML 1.3B

Base

Is this text hatespeech, normal, or offensive?
" text
"

OPTIONS:
- hatespeech
- normal
- offensive

Answer:

+ Numeric

Consider that the post originates from a dataset where 30.9% labels are hatespeech, 40.6% labels are normal,
and 28.5% labels are offensive.
Is this text hatespeech, normal, or offensive?
" text
"

OPTIONS:
- hatespeech
- normal
- offensive

Answer:

+ Word

Consider that the post originates from a dataset where hatespeech occurs more frequently than offensive,
normal occurs more frequently than offensive, and normal occurs more frequently than hatespeech.
Is this text hatespeech, normal, or offensive?
" text
"

OPTIONS:
- hatespeech
- normal
- offensive

Answer:

(b) Prompts for instruction-tuned models.

Table 7: Prompts used in our experiments. The prompts for Flan-T5 XL are adapted from the work by Roy et al.
(2023). The label options are adapted to each dataset (the table depicts the labels of HateXplain).
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Civil-Comments Macro F1
non-toxic (92.0%) toxic (8.0%)

biasaggbias F1 bias F1

Flan-T5 XL
base 71.15±0.76 2.81±0.07 96.14±0.09 −32.41±0.76 46.16±1.44 17.61±0.42

+ numeric (train) 66.08±0.79 4.77±0.10 96.08±0.07 −55.06±1.18 36.07±1.52 29.91±0.64

+ numeric (50%) 66.97±0.04 4.45±0.06 96.08±0.02 −51.30±0.63 37.86±0.08 27.87±0.34

+ numeric (75%) 66.90±0.38 4.41±0.14 96.06±0.04 −50.79±1.67 37.74±0.73 27.60±0.90

+ word (train) 68.51±1.12 3.76±0.10 96.06±0.11 −43.36±1.15 40.95±2.11 23.56±0.62

+ word (equal) 69.97±1.19 3.12±0.22 96.07±0.11 −35.93±2.56 43.87±2.28 19.52±1.39

OPT-IML 1.3B
base 56.44±0.56 −9.71±0.35 89.15±0.26 112.03±4.03 23.73±0.89 60.87±2.19

+ numeric (train) 54.40±0.58 6.17±0.17 95.31±0.03 −71.18±2.05 13.48±1.16 38.68±1.12

+ numeric (50%) 56.53±0.79 5.47±0.05 95.25±0.10 −63.08±0.58 17.82±1.50 34.27±0.31

+ numeric (75%) 54.41±1.33 5.70±0.26 95.11±0.23 −65.66±3.04 13.70±2.46 35.68±1.65

+ word (train) 55.31±0.72 6.14±0.34 95.39±0.07 −70.76±3.90 15.22±1.51 38.45±2.12

+ word (equal) 56.42±0.63 5.17±0.11 95.11±0.11 −59.57±1.28 17.73±1.16 32.37±0.70

LLaMA 2-Chat 7B
base 47.22±0.11 −44.08±0.18 70.16±0.14 508.36±2.01 24.27±0.07 276.22±1.09

+ numeric (train) 55.83±0.01 −24.70±0.10 82.91±0.04 284.79±1.13 28.74±0.04 154.75±0.61

+ numeric (50%) 49.19±0.13 −39.77±0.24 73.30±0.17 458.65±2.71 25.09±0.15 249.21±1.47

+ word (train) 60.46±0.19 −8.14±0.19 90.73±0.11 93.90±2.10 30.19±0.28 51.02±1.14

+ word (equal) 61.72±0.10 −10.05±0.13 90.35±0.04 115.96±1.53 33.10±0.20 63.01±0.83

GPT 3.5
base 65.78±0.20 −7.49±0.35 92.18±0.08 86.38±4.08 39.38±0.45 46.94±2.22

+ feedback 62.43±0.68 0.22±0.64 94.09±0.11 −2.59±7.33 30.77±1.48 3.41±1.21

+ numeric (train) 65.75±0.50 −6.47±0.10 92.50±0.14 74.60±1.24 39.00±0.87 40.53±0.67

+ numeric (50%) 56.80±0.09 −27.94±0.42 82.00±0.19 322.22±4.86 31.61±0.15 175.08±2.64

+ word (train) 60.44±0.48 4.97±0.01 95.49±0.06 −57.22±0.14 25.39±0.91 31.10±0.08

+ word (equal) 64.99±0.05 −8.56±0.24 91.65±0.07 98.66±2.77 38.32±0.16 53.61±1.51

(a) Civil-Comments
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HASOC-2019 task1 Macro F1
non-hof (61.4%/75.0%) hof (38.6%/25.0%)

biasaggbias F1 bias F1

Flan-T5 XL
base 74.65±0.37 7.94±0.47 88.84±0.17 −23.84±1.40 60.45±0.61 15.89±0.93

+ numeric (test) 75.09±0.14 6.90±0.74 88.84±0.18 −20.71±2.21 61.33±0.20 13.81±1.47

+ numeric (train) 75.12±0.59 6.63±0.48 88.81±0.31 −19.91±1.45 61.44±0.89 13.27±0.96

+ numeric (50%) 74.96±0.37 5.78±0.60 88.58±0.20 −17.36±1.80 61.34±0.59 11.57±1.20

+ numeric (75%) 75.28±0.53 5.66±0.53 88.70±0.30 −17.01±1.59 61.86±0.78 11.34±1.06

+ word (train) 75.37±0.53 5.05±0.44 88.63±0.28 −15.16±1.32 62.12±0.81 10.11±0.88

+ word (equal) 75.46±0.58 4.43±0.58 88.56±0.22 −13.31±1.75 62.36±0.95 8.87±1.16

OPT-IML 1.3B
base 57.52±1.56 20.00±1.50 85.16±0.14 −60.07±4.51 29.88±3.04 40.03±3.01

+ numeric (test) 58.25±1.66 20.69±0.81 85.63±0.32 −62.15±2.43 30.86±3.00 41.42±1.62

+ numeric (train) 58.34±0.74 20.65±0.37 85.64±0.17 −62.04±1.12 31.04±1.32 41.35±0.74

+ numeric (50%) 60.07±0.92 17.80±0.70 85.38±0.40 −53.47±2.09 34.75±1.52 35.64±1.39

+ numeric (75%) 59.01±0.49 19.11±1.33 85.40±0.25 −57.41±4.01 32.61±1.20 38.26±2.67

+ word (train) 55.45±0.32 23.20±0.66 85.50±0.25 −69.67±2.00 25.40±0.58 46.44±1.34

+ word (equal) 61.31±0.40 18.23±0.18 85.96±0.14 −54.75±0.53 36.65±0.68 36.48±0.35

LLaMA 2-Chat 7B
base 73.26±0.27 −0.69±0.12 86.50±0.11 2.08±0.35 60.02±0.43 1.39±0.23

+ numeric (test) 73.48±0.24 1.81±0.18 87.11±0.09 −5.44±0.53 59.84±0.40 3.62±0.35

+ numeric (train) 73.37±0.36 −0.54±0.07 86.59±0.18 1.62±0.20 60.16±0.54 1.08±0.13

+ numeric (50%) 74.37±0.32 −14.80±0.20 84.35±0.21 44.45±0.60 64.39±0.43 29.62±0.40

+ word (train) 61.96±0.31 22.46±0.27 87.41±0.13 −67.47±0.8 36.51±0.53 44.97±0.54

+ word (equal) 74.07±0.82 0.81±0.20 87.20±0.44 −2.43±0.60 60.93±1.20 1.62±0.40

GPT 3.5
base 75.48±0.31 −2.43±0.41 87.30±0.24 7.29±1.25 63.65±0.39 4.86±0.83

+ feedback 76.08±0.36 2.54±0.76 88.51±0.26 −7.64±2.28 63.66±0.52 5.09±1.52

+ numeric (test) 76.46±0.34 −9.36±0.31 86.60±0.23 28.16±0.88 66.33±0.46 18.76±0.60

+ numeric (train) 75.96±0.34 −11.71±0.82 85.88±0.32 35.19±2.46 66.05±0.40 23.45±1.64

+ numeric (50%) 74.85±0.02 −16.41±0.42 84.34±0.07 49.31±1.25 65.37±0.10 32.86±0.83

+ word (train) 75.66±0.46 4.47±0.55 88.66±0.24 −13.43±1.64 62.66±0.70 8.95±1.09

+ word (equal) 76.53±0.15 −8.13±0.24 86.84±0.10 24.42±0.72 66.22±0.21 16.28±0.48

(b) HASOC-2019 task1
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HatEval Macro F1
non-hate speech (58.0%/57.3%) hate speech (42.0%/42.7%)

biasaggbias F1 bias F1

Flan-T5 XL
base 70.07±0.48 −0.29±0.44 74.40±0.38 0.39±0.59 65.76±0.59 0.48±0.32

+ numeric (train) 69.53±0.67 1.75±0.46 74.28±0.60 −2.34±0.62 64.77±0.75 2.04±0.54

+ numeric (50%) 69.27±0.56 2.04±0.66 74.11±0.49 −2.73±0.89 64.43±0.66 2.38±0.77

+ numeric (75%) 69.43±0.75 1.05±0.46 74.07±0.62 −1.40±0.62 64.78±0.89 1.22±0.54

+ word (train) 69.10±0.71 0.81±1.02 73.76±0.49 −1.09±1.37 64.44±0.95 1.23±0.74

+ word (equal) 68.74±0.53 2.85±0.72 73.82±0.41 −3.82±0.98 63.67±0.68 3.34±0.85

OPT-IML 1.3B
+ base 59.31±0.96 38.80±1.58 74.30±0.55 −52.07±2.12 44.32±1.52 45.43±1.86

+ numeric (train) 58.15±1.39 37.11±0.79 73.16±0.88 −49.80±1.06 43.13±1.93 43.46±0.92

+ numeric (50%) 59.85±1.08 30.60±1.40 72.75±0.89 −41.06±1.88 46.96±1.35 35.83±1.64

+ numeric (75%) 59.57±0.89 29.38±0.53 72.28±0.66 −39.42±0.72 46.87±1.14 34.40±0.62

+ word (train) 54.44±1.33 51.31±0.97 74.49±0.55 −68.85±1.31 34.39±2.12 60.08±1.14

+ word (equal) 56.86±1.18 42.81±1.40 73.74±0.74 −57.45±1.88 39.97±1.76 50.13±1.64

LLaMA 2-Chat 7B
base 66.72±0.11 −11.40±0.20 69.40±0.12 15.30±0.27 64.03±0.11 13.35±0.24

+ numeric (train) 65.24±0.05 −16.52±0.99 67.02±0.22 22.17±1.33 63.46±0.18 19.35±1.16

+ numeric (50%) 64.46±0.52 −10.01±0.51 67.61±0.46 13.43±0.68 61.30±0.60 11.72±0.59

+ word (train) 65.47±0.29 6.57±0.44 71.81±0.15 −8.82±0.59 59.12±0.43 7.70±0.51

+ word (equal) 65.18±0.21 4.95±0.27 71.25±0.20 −6.64±0.36 59.1±0.23 5.79±0.31

GPT 3.5
base 67.18±0.42 12.04±0.80 74.24±0.26 −16.16±1.07 60.13±0.62 14.10±0.94

+ feedback 65.14±0.51 7.27±1.41 71.68±0.28 −9.76±1.89 58.59±0.84 8.51±1.65

+ numeric (25%) 66.31±0.57 −1.75±0.18 70.89±0.48 2.34±0.24 61.73±0.66 2.04±0.21

+ numeric (train) 66.59±0.10 −7.68±1.36 70.00±0.19 10.31±1.83 63.17±0.35 8.99±1.60

+ numeric (50%) 66.98±0.53 −20.94±0.35 67.84±0.47 28.10±0.47 66.12±0.60 24.52±0.41

+ word (train) 58.44±0.41 35.43±0.70 72.94±0.27 −47.54±0.94 43.93±0.64 41.48±0.82

+ word (equal) 66.64±0.62 0.81±0.83 71.67±0.61 −1.09±1.11 61.62±0.66 0.95±0.97

(c) HatEval
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OLID Macro F1
non-offensive (66.8%/72.1%) offensive (33.2%/27.9%)

biasaggbias F1 bias F1

Flan-T5 XL
base 76.26±0.55 14.84±0.58 89.29±0.24 −38.33±1.50 63.23±0.87 26.59±1.04

+ numeric (test) 76.85±1.06 13.60±1.21 89.36±0.29 −35.14±3.13 64.34±1.83 24.37±2.17

+ numeric (train) 76.76±1.06 13.92±1.21 89.37±0.28 −35.97±3.13 64.16±1.85 24.95±2.17

+ numeric (50%) 76.72±0.93 13.44±1.37 89.27±0.20 −34.72±3.54 64.18±1.68 24.08±2.46

+ numeric (75%) 76.95±1.19 13.17±1.46 89.33±0.34 −34.03±3.76 64.57±2.05 23.60±2.61

+ word (train) 77.31±1.38 13.07±0.84 89.48±0.57 −33.75±2.17 65.15±2.20 23.40±1.50

+ word (equal) 76.91±1.31 13.55±1.16 89.38±0.44 −35.00±3.00 64.45±2.19 24.27±2.09

OPT-IML 1.3B
base 63.31±2.67 18.17±0.80 84.33±1.16 −46.94±2.06 42.29±4.20 32.56±1.42

+ numeric (test) 46.49±1.05 36.67±0.49 84.28±0.13 −94.72±1.27 8.69±1.98 65.70±0.89

+ numeric (train) 46.91±1.16 36.56±0.65 84.36±0.10 −94.45±1.68 9.45±2.22 65.50±1.17

+ numeric (50%) 48.19±0.66 35.48±0.33 84.34±0.22 −91.67±0.84 12.05±1.15 63.58±0.58

+ numeric (75%) 48.97±0.91 35.54±0.10 84.59±0.24 −91.81±0.24 13.35±1.58 63.67±0.16

+ word (train) 48.73±0.40 35.70±0.34 84.58±0.04 −92.22±0.87 12.88±0.79 63.96±0.60

+ word (equal) 51.13±0.05 33.98±0.47 84.70±0.15 −87.78±1.21 17.57±0.24 60.88±0.83

LLaMA 2-Chat 7B
base 73.06±0.19 −11.35±0.73 82.76±0.03 29.31±1.88 63.35±0.40 20.32±1.30

+ numeric (test) 76.35±0.62 −4.25±0.25 86.08±0.35 10.97±0.64 66.62±0.90 7.61±0.44

+ numeric (train) 75.85±0.39 −8.01±0.34 85.13±0.21 20.70±0.87 66.58±0.58 14.35±0.60

+ numeric (50%) 69.36±0.46 −32.26±0.81 75.77±0.53 83.33±2.09 62.94±0.41 57.80±1.45

+ word (train) 67.11±0.55 21.13±0.28 86.65±0.22 −54.59±0.72 47.56±0.89 37.86±0.50

+ word (equal) 70.20±0.13 15.54±0.65 86.71±0.20 −40.14±1.69 53.69±0.09 27.84±1.17

GPT 3.5
base 74.70±0.21 −1.88±0.67 85.54±0.24 4.86±1.73 63.87±0.19 3.37±1.20

+ feedback 75.37±0.45 −0.38±0.65 86.18±0.24 0.97±1.69 64.55±0.69 0.67±1.17

+ numeric (test) 73.63±1.16 −4.68±0.85 84.39±0.53 12.08±2.21 62.86±1.78 8.38±1.53

+ numeric (train) 74.00±1.02 −6.72±0.89 84.23±0.78 17.36±2.29 63.78±1.26 12.04±1.59

+ numeric (50%) 71.86±0.45 −26.34±1.22 78.94±0.49 68.06±3.16 64.76±0.53 47.20±2.18

+ word (train) 71.16±0.52 11.72±0.94 86.34±0.40 −30.28±2.44 55.98±0.70 21.00±1.69

+ word (equal) 73.87±0.17 −14.35±0.74 82.71±0.20 37.09±1.91 65.03±0.21 25.72±1.32

(d) OLID
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Davidson-2017 Macro F1
offensive (77.4%) neither (16.8%) hate speech (5.8%)

biasaggbias F1 bias F1 bias F1

Flan-T5 XL
base 70.22±0.11 −5.49±0.29 91.73±0.09 4.36±0.45 85.69±0.68 60.96±3.86 33.23±0.68 23.60±1.36

+ numeric (train) 69.16±0.54 −1.89±0.27 92.51±0.01 10.84±0.62 85.41±0.19 −6.18±2.05 29.58±1.82 6.31±0.43

+ numeric (33.3%) 71.23±0.06 −2.63±0.38 92.80±0.21 10.20±0.55 84.94±0.37 5.59±3.65 35.94±0.42 6.14±1.49

+ word (train) 71.47±0.85 −2.12±0.36 92.88±0.14 6.00±1.20 86.09±0.16 10.96±2.58 35.45±2.52 6.36±1.13

+ word (equal) 71.20±0.54 −3.50±0.10 92.54±0.12 7.36±0.18 86.45±0.26 25.52±1.81 34.62±1.24 12.13±0.58

OPT-IML 1.3B
base 35.79±0.41 −56.14±0.33 52.40±0.68 174.51±1.39 39.73±0.70 245.11±2.29 15.24±1.32 158.59±0.93

+ numeric (train) 42.87±0.42 21.65±0.03 88.19±0.06 −68.83±0.54 34.29±1.04 −90.20±1.52 6.14±2.31 60.23±0.34

+ numeric (33.3%) 46.99±0.31 18.21±0.43 88.14±0.24 −57.54±1.57 40.89±1.49 −76.90±2.49 11.93±1.94 50.89±1.26

+ word (train) 46.64±0.27 8.95±0.54 86.47±0.22 −12.09±2.61 47.15±0.56 −85.05±1.94 6.29±0.84 35.36±1.01

+ word (equal) 38.66±1.14 24.14±0.29 87.91±0.23 −78.67±1.28 25.18±2.24 −94.76±0.7 2.88±1.02 65.85±0.59

LLaMA 2-Chat 7B
base 62.27±0.19 −5.59±0.35 86.81±0.05 4.08±0.87 70.31±0.16 63.17±2.13 29.67±0.66 24.28±1.11

+ numeric (train) 54.15±0.12 9.87±0.16 91.00±0.08 −11.16±0.67 71.46±0.30 −99.88±0.20 0.00±0.00 40.31±0.34

+ numeric (33.3%) 51.11±0.37 −2.28±0.25 87.18±0.08 44.42±1.07 65.00±0.26 −98.72±0.40 1.15±0.79 48.47±0.36

+ word (train) 53.92±0.12 14.91±0.04 90.93±0.02 −36.61±0.24 66.03±0.13 −93.48±0.20 4.82±0.38 48.33±0.05

+ word (equal) 38.50±0.13 −34.16±0.21 69.48±0.21 191.52±1.02 46.01±0.19 −99.42±0.20 0.00±0.00 108.36±0.47

GPT 3.5
base 61.36±0.65 −0.52±0.16 86.78±0.30 −28.29±1.08 62.41±1.14 89.39±1.80 34.88±0.77 39.40±0.88

+ numeric (train) 56.03±0.26 15.83±0.08 89.03±0.19 −66.95±0.66 47.51±0.87 −17.48±2.86 31.54±0.31 33.42±0.76

+ numeric (33.3%) 38.81±0.21 −72.32±0.61 38.12±0.53 −36.61±0.67 63.78±0.24 1077.16±10.05 14.53±0.14 395.36±3.77

+ word (train) 58.82±0.43 2.28±0.20 86.68±0.10 −48.62±0.36 60.64±0.47 111.07±1.93 29.15±0.75 53.99±0.53

+ word (equal) 31.48±0.46 −89.54±0.52 16.29±0.97 −32.89±0.83 65.09±0.41 1297.44±4.72 13.04±0.09 473.29±1.51

(e) Davidson-2017

HateXplain Macro F1
offensive (40.6%) hate speech (30.9%) normal (28.5%)

biasaggbias F1 bias F1 bias F1

Flan-T5 XL
base 53.40±0.45 −32.05±1.42 35.28±0.56 62.40±1.56 62.83±0.51 −24.94±0.26 62.09±0.63 39.80±1.06

+ numeric (train) 56.73±0.79 −18.49±0.82 41.15±0.89 40.46±0.54 63.71±1.10 −17.78±0.78 65.31±0.55 25.57±0.31

+ numeric (33.3%) 57.16±0.75 −15.09±1.52 42.04±1.12 37.60±0.59 64.05±1.02 −17.99±1.09 65.38±0.70 23.56±0.40

+ word (train) 54.03±0.50 −35.77±1.46 34.82±0.74 55.56±0.68 62.89±0.37 −17.14±1.36 64.38±0.53 36.15±0.35

+ word (equal) 55.54±0.41 −22.75±2.13 39.06±0.52 44.56±2.17 63.10±0.21 −17.90±0.67 64.46±0.55 28.40±1.47

OPT-IML 1.3B
base 38.38±1.02 −49.30±0.37 20.94±1.70 −15.90±0.85 41.66±0.96 46.52±0.93 52.53±0.55 37.24±0.71

+ numeric (train) 35.60±0.18 98.12±1.53 40.97±0.49 −83.36±0.57 20.34±0.82 −5.54±1.60 45.50±0.79 62.34±0.85

+ numeric (33.3%) 37.67±1.58 99.63±2.07 42.38±1.02 −79.48±0.49 24.25±2.53 −9.55±1.62 46.36±2.12 62.89±1.13

+ word (train) 42.82±1.61 −25.73±4.47 29.76±2.32 −14.77±2.38 44.09±1.45 29.25±2.97 54.61±1.23 23.25±2.38

+ word (equal) 41.46±0.66 −19.59±4.04 29.33±1.00 −40.14±2.36 40.15±1.19 44.18±2.98 54.91±0.47 34.63±2.38

LLaMA 2-Chat 7B
base 47.92±0.36 51.40±1.53 42.15±0.57 49.78±1.57 66.14±0.40 −73.83±0.27 35.47±0.16 58.33±0.20

+ numeric (train) 50.87±0.39 −59.06±1.34 22.27±0.61 5.84±0.70 62.49±0.51 36.96±0.59 67.85±0.23 33.95±0.81

+ numeric (33.3%) 51.87±0.09 −52.49±1.49 26.31±0.46 31.76±0.68 63.44±0.54 12.66±0.56 65.86±0.04 32.31±0.90

+ word (train) 53.79±0.48 56.57±1.42 44.76±0.42 −6.68±0.76 59.04±0.74 −34.57±0.58 57.56±0.58 32.61±0.86

+ word (equal) 38.90±0.20 143.86±0.28 45.22±0.26 −91.13±0.76 12.57±1.16 −31.59±0.39 58.92±0.42 88.86±0.22

GPT 3.5
base 43.42±0.57 160.28±2.39 48.12±0.41 −56.73±2.43 40.95±1.45 −69.22±0.20 41.20±0.24 95.41±1.55

+ feedback 38.17±0.73 124.69±2.11 44.78±0.9 7.24±1.75 56.75±1.31 −92.88±0.15 12.97±0.12 74.94±0.17

+ numeric (train) 42.52±0.29 143.31±2.28 46.39±0.30 −21.77±1.40 55.92±1.08 −83.88±0.66 25.26±0.95 82.99±1.40

+ numeric (33.3%) 39.05±0.56 173.53±1.92 46.90±0.24 −45.28±2.15 49.17±1.68 −87.13±0.27 21.07±0.56 101.98±1.27

+ word (train) 46.09±0.24 86.19±0.94 45.31±0.31 21.38±1.18 59.37±0.69 −76.64±0.27 33.59±0.35 61.40±0.18

+ word (equal) 41.15±0.44 165.51±1.58 47.66±0.19 −59.48±2.24 37.36±1.50 −70.80±0.6 38.40±0.37 98.60±1.07

(f) HateXplain
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HASOC-2019 task2 Macro F1
hate speech (50.5%/43.1%) offensive (19.9%/24.7%) profane (29.5%/32.3%)

biasaggbias F1 bias F1 bias F1

Flan-T5 XL
base 55.97±1.11 1.61±2.13 67.46±1.85 −45.07±2.82 26.08±1.49 32.26±1.86 74.38±0.06 26.31±1.48

+ numeric (train) 50.84±1.07 10.75±1.68 65.55±1.42 −78.40±0.81 15.43±2.56 45.52±2.48 71.54±0.64 44.89±0.56

+ numeric (33.3%) 50.53±0.13 −3.23±2.14 63.92±3.17 −69.48±3.54 17.21±3.37 57.34±1.24 70.47±0.62 43.35±0.93

+ word (train) 56.40±1.37 −12.63±3.06 61.97±1.88 −32.86±2.93 32.56±3.06 41.94±1.86 74.68±2.10 29.14±0.69

+ word (equal) 55.94±1.47 4.84±1.61 66.66±2.24 −55.40±2.15 27.29±2.35 35.84±0.62 73.86±0.94 32.03±1.09

OPT-IML 1.3B
base 26.44±0.58 1.35±1.68 46.46±0.59 128.64±2.94 32.85±1.21 −100.00±0.00 0.00±0.00 76.66±0.42

+ numeric (train) 13.18±0.00 −100.00±0.00 0.00±0.00 305.63±0.00 39.55±0.00 −100.00±0.00 0.00±0.00 168.54±0.00

+ numeric (33.3%) 13.18±0.00 −100.00±0.00 0.00±0.00 305.63±0.00 39.55±0.00 −100.00±0.00 0.00±0.00 168.54±0.00

+ word (train) 25.78±0.16 −23.12±3.05 41.92±1.70 170.89±5.86 35.43±1.64 −100.00±0.00 0.00±0.00 98.00±2.97

+ word (equal) 14.23±0.86 −97.04±1.23 3.11±2.70 300.47±2.15 39.59±0.54 −100.00±0.00 0.00±0.00 165.84±1.13

LLaMA 2-Chat 7B
base 32.20±1.95 −87.63±1.23 10.04±1.36 43.66±6.45 28.10±1.95 83.51±6.57 58.44±2.65 71.60±0.45

+ numeric (train) 38.04±2.14 −70.97±2.42 24.97±2.03 110.80±8.61 38.99±1.70 10.04±3.46 50.15±3.07 63.93±2.55

+ numeric (33.3%) 31.19±1.38 −63.71±2.13 30.37±1.56 184.04±5.69 38.87±0.76 −55.55±2.24 24.34±1.99 101.10±3.14

+ word (train) 40.02±1.41 −60.48±1.62 30.82±1.42 7.04±6.46 30.39±1.78 75.27±5.99 58.85±1.13 47.60±1.19

+ word (equal) 44.63±0.75 54.60±2.71 64.12±0.39 −50.23±4.53 18.79±1.48 −34.05±3.45 50.97±1.18 46.30±2.24

GPT 3.5
base 49.29±0.92 −58.29±2.39 40.73±0.42 156.96±6.32 44.64±1.38 −43.52±3.05 62.51±2.07 86.26±3.91

+ feedback 33.71±0.61 68.92±1.95 63.92±0.60 0.47±4.53 21.98±2.41 −91.76±0.62 15.23±1.06 54.65±0.36

+ numeric (test) 35.24±0.56 105.69±2.82 65.25±0.80 −84.04±3.54 6.46±1.27 −75.63±1.64 34.00±0.60 88.45±2.44

+ numeric (train) 26.35±1.05 122.58±1.40 61.83±0.28 −95.77±1.41 0.89±1.54 −90.32±2.15 16.32±2.02 102.89±1.09

+ numeric (33.3%) 35.40±1.00 89.99±2.08 65.05±0.46 −54.93±1.41 8.41±1.13 −77.42±2.15 32.72±2.13 74.12±1.88

+ word (train) 24.85±0.25 112.64±1.68 57.09±0.72 −74.65±2.82 6.73±2.16 −93.19±0.62 10.73±1.10 93.49±1.52

+ word (equal) 35.83±1.75 −16.53±4.09 50.78±1.97 143.66±8.45 36.91±1.48 −87.82±1.24 19.79±2.00 82.67±4.53

(g) HASOC-2019 task 2

Table 8: Experimental Results. The percentage numbers after each label denote the label distribution in the
training set (optionally the test as well where different). For example, in HASOC-2019 task2 dataset, hate speech
(50.5%/43.1%) indicates that there are 50.5% hate speech samples in the training set, while 43.1% in the test set.


	Introduction
	Methods
	Experiments
	Results and Analysis
	Conclusion
	Prompts
	Datasets
	Prompting by Learning from Base Results
	Prompting with Made Up Information
	Bias towards Various Abusive Types
	Full Experimental Results

