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Abstract

With the rapid advancements in multimodal
large language models, evaluating their mul-
timodal mathematical capabilities continues
to receive wide attention. Although datasets
such as MathVista have been introduced for
evaluating mathematical capabilities in multi-
modal scenarios, there remains a lack of evalua-
tion tools and datasets tailored for fine-grained
assessment in Chinese K12 education. To
systematically evaluate the ability of multi-
modal large models to solve Chinese multi-
modal mathematical problems, we propose a
Chinese Multi-modal Math Skill Evaluation
Benchmark (CMMaTH), containing 23,856
multimodal K12 math related questions, mak-
ing it the largest Chinese multimodal math-
ematical problem benchmark to date. CM-
MaTH includes questions ranging from ele-
mentary to high school levels, offering greater
diversity in problem types, solution goals, vi-
sual elements, detailed knowledge points, and
standard solution annotations. To facilitate
stable, fast, and cost-free model evaluation,
we have developed an open-source tool called
GradeGPT, which is integrated with the CM-
MaTH dataset. Our data and code are available
at https://github.com/zz1i2022/CMMaTH.

1 Introduction

Large language models (LLMs) excel in various
language tasks, while Large Multimodal Models
(LMMs) effectively handle visual-language prob-
lems. They drive advancements in natural language
processing and computer vision, offering powerful
solutions for complex tasks, demonstrating poten-
tial as versatile solvers for multimodal problems.
The systematic evaluation of LLM/LMMs’ per-
formance across various mathematical reasoning
scenarios has been an extensive research sub-
ject. GSMS8K and MATH (Cobbe et al., 2021;
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Hendrycks et al., 2021b) assessed the ability for
multi-step mathematical reasoning by construct-
ing a high-quality set of elementary school math
word problems or various competition mathematics
problems. By collecting a diverse set of mathemat-
ical problems containing both textual and visual
components, Lu et al. (2023), Wang et al. (2024),
Zhang et al. (2024c) systematically evaluated the
ability of LMMs to perceive visual elements and
solve corresponding multimodal problems. Shi
et al. (2023a) constructed a multilingual mathe-
matical reasoning dataset, MGSM, for evaluating
the LLM reasoning ability in multilingual envi-
ronments. However, in non-English multimodal
contexts, especially in Chinese scenarios, there
is still a lack of sufficiently detailed and diverse
benchmarks for assessing mathematical abilities.
To assess the capability of large language models
in non-English contexts, Huang et al. (2023) and
Zhang et al. (2024b) constructed multidisciplinary
Chinese question answering datasets C-Eval and
CMMMU to evaluate the knowledge and reasoning
abilities of LMMs. However, C-Eval lacks eval-
uation in multimodal contexts, while CMMMU’s
dataset has relatively low diversity, consisting of
only 540 questions.

Meanwhile, existing datasets contain numerous
problem scenarios that are not typically examined
in real K12 education. There are inconsistencies be-
tween the assessment results and the actual abilities
of students in K12 mathematics. Liu et al. (2024b)
has introduced a benchmark for mathematics as-
sessment, which includes questions with detailed
annotations of textbook knowledge points. The
goal is to address these discrepancies in real K12
educational settings. However, this benchmark is
limited to text-only scenarios and does not include
multimodal questions and knowledge points.

Existing math benchmarks for answer evalua-
tion can be categorized into two types:rule-based
Cobbe et al. (2021), Hendrycks et al. (2021b), He
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Figure 1: The CMMaTH dataset focuses on the multi-modal mathematical ability assessment of Chinese scenes and
has extremely strong diversity and large data scale. CMMaTH combines fine-grained multi-modal mathematical
knowledge point annotation. The size of the hollow circle corresponds to the designed number of knowledge points

in the dataset.

Dataset Language Domain ~ Knowledge Annotation Knowledge Domain ~ Knowledge Point Number Size Modality Source Answer
VQAv2(Goyal et al., 2017) En X General - > 1M V+T Annotated Open/MC/TF
SEED(Li et al., 2023a) En X General - 19K V+T Annotated MC
MMBench(Liu et al., 2023b) En X General - 3K V+T Repurposed MC
MM-Vet(Yu et al., 2023) En X General - 0.2K V4T Annotated Open
ScienceQA(Lu et al., 2022) En X - Science 6K V+T Textbooks MC
MMMU(Yue et al., 2023) En X General - 11.5K V(30 Types)+OC Textbooks Open/MC
CMMMU(Zhang et al., 2024b) ZH X General - < 1K(Math Part) V(5 Types)+OC Internet Open/MC
MathVista(Lu et al., 2023) ZH/En X Math - 1K/6K V(5 Types)+OC Synthesized Open/MC/TF
OlympiadBench(He et al., 2024) ZH/En X Math/Physics - 6.5K(Math Part) V(5 Types) Internet Open
MathVerse(Zhang et al., 2024¢) ZH/En X Math - 2.6K/15K V(3 Types) Synthesized MC
MATH-Vision(Wang et al., 2024) En X Math - 3K V(16 Types)+IC Synthesized Open/MC
MM-MATH(Sun et al., 2024) ZH/En X Math - 5.9k V(5 Types) Internet Open
MathBench(Liu et al., 2024b) ZH/En Math 60 3.7k Text-only Internet Open
MathScape(Zhou et al., 2024a) ZH K12 Math 107 1.3K v Photo-based Paper Open
CMMaTH ZH K12 Math 784 23K V(14 Types), OC, IC  Internet& Annotated Open/MC

Table 1: Comparison with other multimodal benchmarks. V: visual input, OC: optical characters caption, T: Question

Text, IC: Image Caption, Open: open questions, MC: multiple choice questions, TF: true or false questions.

et al. (2024) and API-based methods Lu et al.
(2023), Zhang et al. (2024c), Hendrycks et al.
(2021a). API-based methods leverage the zero-shot
in-context learning capabilities of LLM. However,
these methods are associated with high costs and
significant time consumption, often leading to un-
stable and inconsistent evaluation outcomes. Rule-
based methods, aim to derive the correct option
from model responses through the design of vari-
ous extraction systems. Nonetheless, these meth-
ods face challenges in handling highly diverse con-
tents of benchmarks. Also, it is difficult to maintain
handcrafted rules for dynamically updated bench-
marks. Current multimodal math benchmark evalu-
ations often resort to multiple-choice or true/false
question formats, using rules or API-based LLM
to extract options for assessing answers.

Based on the above considerations, we propose
a new multimodal mathematical benchmark CM-
MaTH. Compared to previous benchmarks, our
benchmark demonstrates greater diversity and in-
creased depth of reasoning in the Chinese multi-
modal math context. It also includes finer-grained
knowledge annotation to grasp different levels and
types of K12 math knowledge. We provide an
open-source lightweight answer comparator called
GradeGPT, designed to compare the consistency

between outputs from different LLM/LMMs and
standard answers, thus avoiding expensive eval-
uation costs. Leveraging the CMMaTH dataset
and GradeGPT tool, we evaluate mainstream open-
source and commercial LMMs in Table 3, reporting
comprehensive evaluation results along with var-
ious and extensive case analyses, and knowledge
skill analyses. In summary, our paper makes the
following contributions:

* We develop a high-quality multimodal math-
ematics benchmark specifically tailored for
the Chinese language context, featuring de-
tailed knowledge point annotations, extensive
quantity, and diversity. It serves as a reference
for evaluating the multimodal mathematical
reasoning capabilities of foundational models
within Chinese language contexts. We also
provide an English version of this dataset.

* Compared to previous multimodal mathemat-
ical benchmarks, our dataset exhibits a great
depth of reasoning and diversity. Our bench-
mark simulates more realistic educational
Q&A scenarios, encompassing a wider va-
riety of question types and answer formats.
Additionally, we provide each question with
detailed multimodal knowledge points to eval-
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uate the mastery level of current large models.
The CMMaTH dataset is dynamically main-
tained and will be periodically updated.

* We build an evaluation assistant named
GradeGPT on the CMMaTH dataset, which
anables for comparing the proximity of model
responses to standard answers and assessing
the correctness of results. GradeGPT features
lightweight open-source characteristics, avoid-
ing the instability and high costs associated
with commercial models.

* We conduct a systematic evaluation of existing
mainstream LLM/LMMs, quantitatively and
qualitatively comparing with existing models.

2 Related Work

2.1 Assessment of mathematical abilities

To evaluate the performance of LLM/LMMs in
mathematical reasoning and examine hallucina-
tions during the reasoning process, numerous
benchmarks (Liu et al., 2023b; Sun et al., 2024;
Yue et al., 2023; Yu et al., 2023; Huang et al.,
2024b; Bi et al., 2024c) have been proposed for
evaluating the mathematical reasoning capabilities
of large models. GSM8K (Cobbe et al., 2021) is
the first and most widely used mathematical dataset
used for large model math evaluation, consisting
of 1k math word problem test samples and corre-
sponding answers. The MATH (Hendrycks et al.,
2021b) dataset, in comparison to GSM8K, presents
a greater challenge in terms of reasoning difficulty.
This dataset demands a more profound understand-
ing and intuition in various mathematical domains
such as Algebra, Number Theory, and Geometry.
MathVista (Lu et al., 2023) is the first dataset used
to evaluate the multimodal mathematical capabili-
ties of large models, but it has relatively simple rea-
soning depth. MATH-VISION (Wang et al., 2024)
has richer visual elements and deeper reasoning
difficulty. MathVerse (Zhang et al., 2024e) con-
structs several subsets of datasets to assess whether
existing multimodal large models can truly under-
stand mathematical abstract forms. MathBench
(Liu et al., 2024b) attempts to assess the level of
mastery of specific mathematical skills in existing
large models, but this work focuses solely on the
pure text domain and annotates a relatively coarse
of knowledge points. MM-MATH (Sun et al., 2024)
is similar to our work but primarily focuses on En-
glish scenarios. The CMMaTH Benchmark, in

comparison to existing works on the evaluation of
mathematical proficiency, places a greater empha-
sis on the analysis of mathematical abilities within
the context of the Chinese language. The data distri-
bution of the CMMaTH dataset more closely aligns
with the actual distribution found in K12 educa-
tional settings, and it provides detailed annotations
of mathematical knowledge points to facilitate the
assessment of models’ mastery of knowledge and
skills.

2.2 Large Model Evaluation Tool

Due to their strong generalization capabilities and
extensive world knowledge, large language models
have achieved outstanding results in tasks such as
machine translation (Zhu et al., 2023), question
answering (Kamalloo et al., 2023), dialogue (Duan
et al., 2023), and so on by generating text. Evalu-
ating the comprehensive abilities of large models,
such as clarity, adherence to instructions, compre-
hensiveness, formality, and mathematical reasoning
ability, has received widespread attention (Ke et al.,
2023; Mei et al., 2024¢,b; Zhou et al., 2024b). Cur-
rently, many works opt to use powerful commercial
model APIs, such as GPT-4, to assist in evaluating
the comprehensive abilities of large models. For
instance, in the field of geometric problem solv-
ing(Ning et al., 2023; Li et al., 2023c; Zhang et al.,
2024d) and multimodal reasoning, MathVista (Lu
et al., 2023) and GeoEval (Zhang et al., 2024c) use
GPT-4’s API to extract correct answers for evalua-
tion. These methods face several challenges: they
are costly and time-consuming, and they struggle
to keep up with rapid model iterations. Besides,
these methods face challenges in terms of consis-
tency and reproducibility (Wang et al., 2023a; Ke
et al., 2023).

Recent methods have proposed using metrics
such as BERT score (Zhang et al., 2020) or
MAUVE (Pillutla et al., 2021) for evaluation. How-
ever, the numerical indicators produced by these
methods are difficult to interpret when it comes to
the erroneous responses generated by LLM. Pan-
dalLM and CritiqueLLM (Wang et al., 2023c; Ke
et al., 2023) are similar to our work. They pro-
posed a fine-tuning method based on open-source
LLMs, distilling the evaluation capabilities of GPT-
3.5 into a series of smaller open-source models.
However, they are focused on the automated evalu-
ation of more general text generation tasks, while
we are targeting the automated evaluation of re-
sponses from large models for multimodal mathe-
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Statistic Number
Total questions 23856

- Choice-mode questions 18191

- Free-form questions 5665

- Questions in the testmini set 1371
Choice-mode questions 18191(76.2%)
- Single-choice questions 13706(57.4%)
- Multiple-choice & Composite questions ~ 4485(18.8%)
Knowledge Point Number 784
Visual Subjects 13
Maximum question length 593
Minimum question length 6
Average question length 75.1
Grade Distribution Elementary(1-6) 800
Junior(7-9) 5082
Senior(10-12) 17972

Table 2: Key statistics of CMMaTH. The unit of ques-
tion length is words. For more information can refer to
Appendix E on the definitions of "Question Difficulty
Levels," "Visual Subjects," and "Knowledge Point Num-
ber" and "Composite questions”

matics problems.

Unlike PandalLM (Wang et al., 2023c) trying
to evaluate the relative conciseness, clarity, our
evaluation model, GradeGPT, is a dataset-oriented
answer comparator that can provide specific rea-
sons based on the standard answer and a model’s
response. We distilled the answer comparison capa-
bility of GPT-4 using the Cross-Lingual Judge-of-
Chain method and enhanced GradeGPT’s answer
discrimination ability.

3 CMMaTH Dataset
3.1 Overview of CMMaTH

We selected diverse multimodal mathematical prob-
lems from a vast pool of K12 educational questions,
comprising 23,856 items across 14 visual themes
and encompassing 784 types of knowledge points.
More detailed statistical data can be found in Table
2 and Appendix E.

3.2 Collection Guidelines

We collected a large number of multimodal mathe-
matics questions from open-source websites, which
host a vast collection of K12 math problems. The
quality and distribution of the data were guided by
the following criteria during collection.

* Diverse Mathematical Visual Elements. We
have collected solutions to multimodal mathe-
matical problems that rely on understanding
image content, especially those containing a

large amount of Chinese visual content such
as text and symbols. Table 7 shows some vi-
sual elements subject of CMMaTH.

* High relevance to the K12 math knowledge
and skill. The collector, being knowledgeable
in the field, must ensure that each multimodal
question targets a specific K12 math concept
during the collection process. The dataset
primarily includes K12-level math questions,
enabling the evaluation of large-scale multi-
modal models’ potential in mathematics edu-
cation.

* High-quality images and answers. During the
collection phase, we instruct collectors to dis-
regard multimodal math questions with erro-
neous symbols or low-quality images (blurry
images). Collectors are required to ensure that
the collected questions are generally solvable.

3.3 Data Collections

Collection from Diverse Multimodal Math
Sources CMMaTH’s is mainly based on “Jiaoyan
Yun”! and “Zujuan. These two websites have
collected a large number of real K12 education
questions with test paper source annotations, grade
levels and coarse-grained knowledge point annota-
tion. We purchased the copyright for Jiaoyan Yun’s
data and worked with the official website to ensure
that it can be open sourced. After preliminary data
collection, we compiled about 200,000 preliminary
data for each grade. For more data cleaning details,
refer to Appendix E.

Data Filtering We excluded all questions without
images in the question stems, including those non-
Chinese language questions, and those solvable
without visual content. Due to OCR processing
may result in inaccuracies, To ensure the quality of
both images and text-based questions, we removed
any images with a width or height less than 100
pixels and employed the GPT-4 API to evaluate
data quality. For more details on data cleaning, re-
fer to Appendix E.3.

Data Labeling We have adopted the current com-
mercial knowledge graph for mathematics educa-
tion, Jiaoyan Cloud, which has been validated by
a large number of users and teachers. We first
crawled the knowledge graph involved in "Jiaoyan
Cloud", which contains 5531 knowledge points.

1https: //www. jiaoyanyun.com/
2https://zujuan. xkw.com/
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Figure 2: Part of the knowledge points involved in the CMMaTH dataset.

Then, we filtered out the multimodal knowledge
points that were not involved, and obtained 784
knowledge points. Although the mathematical
problems in "Zujuan" do not have knowledge point
annotations that can be directly crawled and are
not organized in the way of "Jiaoyan Cloud", we
have conducted fine-grained annotation of knowl-
edge points on the problem data from the "Zujuan"
section. The math problem is first solved through
GPT-4. The GPT-4 assisted annotation manual an-
notation details can be referred to Appendix E.4.

3.4 Comparison with Existing Benchmarks

The CMMaTH dataset is primarily used to evaluate
multimodal math reasoning capabilities in K12 Chi-
nese educational scenarios. We compared the cur-
rent mainstream multimodal mathematical datasets
and large model benchmarks in Table 1. Compared
to existing multimodal benchmarks and multimodal
reasoning benchmarks, the CMMaTH dataset has
the following characteristics:

Tailored for real Chinese K12 Multimodal sce-
narios MathVista features a substantial number
of problems that are associated with natural and
synthetic images. However, these images do not
accurately represent the genuine data distribution
encountered in K12 mathematics educational set-
tings. OlympiadBench is a bilingual multimodal
benchmark at the Olympiad level, but it is too chal-
lenging and doesn’t align well with real K12 mul-
timodal math scenarios. Additionally, the variety
of multimodal visual elements is relatively lim-
ited. Compared to comprehensive datasets like
MMMU and CMMMU, CMMaTH is specifically

designed for Chinese subjects and exhibits signif-
icant diversity in multimodal Chinese math prob-
lems. Instead, We collect multimodal mathematical
question data from real Chinese exam aggregation
websites, specifically tailored to the Chinese K12
educational context. As illustrated in Figure 7, the
questions in the CMMaTH dataset require com-
prehensive understanding multimodal elements, in-
cluding Chinese text and math symbols, as well as
mastery of K12 knowledge points.

High-quality Fine-grained Annotation and Eval-
uation Tool Every question in our dataset is metic-
ulously annotated with standardized answers, so-
lutions expressed in natural language, associated
multimodal knowledge points, visual element cate-
gories, and K12 grade levels. This fine-grained an-
notation enables a more nuanced evaluation of mul-
timodal mathematical proficiency within the K12
educational context. Despite the fact that numerous
benchmarks, such as MathVista and GeoEval, rely
on GPT-4 for answer extraction and validation, we
introduce an open-source model named GradeGPT.
GradeGPT stands out by providing a stable, cost-
free, and swift accuracy evaluation specifically tai-
lored for the CMMaTH dataset. Also, this ap-
proach makes it easier to dynamically maintain our
dataset.

Extreme Diversity Currently, high-quality Chi-
nese multimodal mathematics datasets are scarce.
MATH-VISION lacks Chinese content, MATH-
VISTA has only a few Chinese samples, and CM-
MMU includes just 540 math problems, which are
not detailed enough. We have included about 23k
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Figure 4: The results of mainstream multimodal large models and pure text large models on the CMMaTH dataset.
Left: represents the performance evaluation of selected LMMs and LLMs across various Visual Subjects. Right:
the performance assessment of these models on different educational grade-level questions.

fine-grained multimodal mathematics assessment
samples, covering 14 K12 mathematics visual cat-
egories, making it the largest known multimodal
Chinese dataset to date. The CMMaTH dataset also
includes a diverse range of question types, featur-
ing many multi-choice questions, free-form answer
questions, and "Composition Questions," as illus-
trated in Table 2 and Figure 8, which are commonly
found in real-world Chinese mathematics educa-
tion.

4 GradeGPT

The CMMaTH dataset encompasses a large variety
of problem-solving objectives, such as mathemati-
cal expressions, multiple-choice options, numerical
outcomes, coordinate points, conclusion figures,
and correctness assessments. Traditionally, in rea-
soning or evaluation contexts, problems have been
formulated as multiple-choice or true/false ques-
tions to facilitate comparison and to simplify the
extraction of results. Also, it is difficult to maintain
dynamically updated benchmark. Employing API

models for evaluation is prohibitively expensive,
and the resulting evaluations are not consistently
stable, which also hampers the iterative develop-
ment of models on benchmarks, such as hyperpa-
rameter selection.

To provide a stable, free, fast, and easy-to-
update model response evaluation tool, we intro-
duce GradeGPT, an answer comparison model tai-
lored for the CMMaTH dataset. GradeGPT is de-
signed to receive a question, its standard answers,
and a model-generated response. It extracts key
steps including results from Chinese output. De-
termine whether the result is consistent with the
standard answer. Our GradeGPT is a streamlined,
open-source model. When integrated with frame-
works such as vLLM using the 14B model, it can
swiftly compare a myriad of model-generated an-
swers, accomplishing a remarkable judgment accu-
racy of 96.1% for assessing responses comparable
with GPT-4 APL
Prompt Format
In the prompt input of GradeGPT, there are "ques-
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Model Overall | Flow Bar Scatter LinePlot Fan LiDAR Visual-Table Three View Folded Image Analytic Solid Plane Venn Abt-Analogy
LLMs(Text-only, Zeroshot)
Baichuan-13B(Yang et al., 2023) 8.4 6.7 4.8 12.2 124 13.1 16.2 54 4.1 8.5 11.1 6.7 137 128 93
Qwen-14B(Bai et al., 2023) 13.7 155 73 14.3 16.9 136 108 11.4 12.8 14.8 159 127 178 204 19.3
LLama2-70B(Touvron et al., 2023) 4.5 47 25 4.4 7.9 74 8.1 34 54 5.1 53 4.1 53 59 4.5
Math LLMs(Text Input, Zeroshot)
MetaMath-70B(Yu et al., 2024) 5.7 46 33 6.6 8.7 57 0.2 42 4.1 8.5 72 4.8 85 9.8 5.4
DeepSeek-Math-7B(Shao et al., 2024) 14.0 134 67 14.7 13.1 125 122 8.1 13.5 12.3 172 165 216 195 13.8
InternLM2-Math-20B(Ying et al., 2024) 6.2 49 34 6.6 9.5 5.7 1.0 4.0 39 8.8 8.5 53 9.1 9.7 6.0
MAmmoTH2-8x7B(Yue et al., 2024) 16.1 141 80 153 134 132 127 9.4 14.4 12.8 18.0 173 216 203 14.5
Open-source LMMs (Text + Image, Zeroshot)
LLaVA-v1.5-7B(Liu et al., 2023a) 5.5 15 42 54 6.2 54 3.6 4.0 4.2 5.3 4.8 3.9 8.4 6.1 4.2
LLaVA-NEXT-8B(Liu et al., 2024a) 54 70 21 6.8 59 1.7 8.1 4.4 6.7 42 6.2 42 7.7 7.5 6.6
LLaVA-OneVision-7B(Li et al., 2024) 13.7 128 52 11.4 10.9 9.7 8.1 8.1 13.8 16.5 16.8 136 252 193 13.6
Yi-VL-34B(Young et al., 2024) 8.3 7.1 46 10.2 14.6 85 6.8 7.7 59 6.4 10.1 7.8 122 113 79
CogVLM-18B-Chat(Wang et al., 2023b) 9.4 106 4.6 9.5 12.0 7.5 8.4 8.1 10.2 9.7 12.1 9.2 102 19.0 10.8
Qwen2-VL-7B(team, 2024) 10.0 103 35 10.4 6.5 13.6 1.4 7.5 10.2 11.0 10.6 6.8 200 13.0 11.8
CogAgent-18B-Chat(Hong et al., 2023) 10.6 122 52 10.8 13.7 8.0 9.5 8.8 11.2 10.2 132 105 11.8 199 122
InternLM-XComposer2-VL(Dong et al., 2024) 34 33 53 32 6.2 11.3 6.2 5.4 4.0 0.5 0.4 3.6 1.5 1.8 3.6
InternVL2-8B(Chen et al., 2024b) 239 | 46 110 224 22.6 290 149 17.4 22.3 14.4 250 194 305 25.1 19.7
Closed-source LMMs (Text + Image, Zeroshot)
GPT4V(OpenAl, 2023) 270 393 125 302 21.0 229 386 16.9 18.3 20.0 37.5 158 215 580 29.9
Gemini-Pro(Anil et al., 2023) 35.7 589 2.1 47.1 31.2 50.6 324 274 24.7 20.3 37.3 295 422 538 315
Claude-3.5(Anthropic, 2024) 374 | 634 209 56.6 443 60.2  35.1 31.7 30.8 21.6 37.6 29.1 377  59.6 38.8
GPT40(OpenAl, 2024) 478 59.1 455 703 37.3 50.0 189 48.0 322 31.8 49.1 432 474 612 45.6
Heuristics baselines
Random Guess 14.4 133 79 15.4 13.5 124 1238 7.9 13.2 123 17.2 164 218 19.6 14.3
Frequent Guess 15.1 146 76 16.0 14.5 138 135 9.2 15.2 13.8 17.8 173 226 20.1 14.3

Human Performance

Human (testmini)

80.1 | 737 789 962 95.1 574

91.7 83.5 69.2 63.2 67.5 516 721 89.1 83.1

Table 3: Comparison of model performances across various mathematical visual subjects. Visual subjects: Flow:
Flow Chart, Bar: Bar Chart, Scatter: Scatter Chart, Line Plot: Line Curve and Plot, Fan: Fan Chart, LIDAR: LiDAR
Chart, Visual-Table: Visual-Table Chart, Three View: Three View Graph, Folded Image: Folded Image Graph,
Analytic: Analytic Geometry Problem, Solid: Solid Geometry Problem, Plane: Plane Geometry Problem, SolG:
Venn: Set Venn Graph, Abt-Analogy: Abstract Analogy Graph. The first and second highest accuracy of LMMs

are marked in red and blue, respectively.

nn

tions," "reference answers," and "model output an-
swers." The model is required to provide an an-
swer in the form of "<Yes>" or "<No>" indicating
whether the model output answer is equivalent to
the standard reference answer. We have designed
an instruction format named Cross-Lingual-Judge-
of-Chain(CL-JoC) for the purpose of determining
answer consistency. CL-JoC first analyzes the
model response and finds the key sentences that
give the answer in the model response, understand
key chinese sentences in English. Then analyze the
standard answer, determine the type of the standard
answer, and then determine whether the standard
answer is included in the model response. More
details can be found in Appendix G.

Instruction Construction

We first generate inference results on CMMaTH us-
ing multiple Multimodal LLMs and provide GPT-4
with a detailed few-shot prompt to synthesize an-
swer judgments in the form of a Cross-Lingual
Judge-of-Chain response. By employing GPT-4’s
In-Context Learning, as shown in Figure 3, we have
established a procedure for synthesizing instruction
data and have produced approximately 56k cross-
lingual result judge instruction pairs. Through
fine-tuning the model with these instructions, we
obtained an expert model, GradeGPT, which pos-
sesses the capability to compare answers.

S Experiments

We conducted a comprehensive series of exper-
iments to evaluate various models on the CM-
MaTH dataset. Specifically, we assessed multiple
LLM/LMMs, including 15 open-source models and
4 API-based closed-source models. We also evalu-
ated the performance variations of different models
under conditions augmented with auxiliary infor-
mation, such as OCR Caption result. Additionally,
we investigated the effectiveness of cross-lingual
reasoning techniques in enhancing the multimodal
mathematical capabilities of LMMs in the Chinese
multimodal context. Through systematic experi-
mental design and data analysis, our objective was
to elucidate the strengths and weaknesses of these
models in handling complex Chinese multimodal
contexts. Further details on experiments related
to the dependency on visual elements within the
CMMaTH dataset, as well as the implementation
of contextual learning capabilities in LMMs and

evaluation details can be found in Appendix 6.
We also conducted a detailed analysis and evalua-

tion of GPT40 on a random miniset CMMaTH, cat-
egorizing errors into four types: Perceptual Errors,
Reasoning errors, Calculation errors, and Reject
Errors. The error type distribution of GPT-40 on
CMMaTH is shown in Figure 6. A more detailed
definition of hallucination types can be found in
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Figure 5: The metrics of different LMM/LLM models
about KSSR.

Appendix F.
5.1 Main Experiments on LLM/LMMs

We evaluated the results of mainstream multimodal
large models and mathematical expert models in
Table 3. We analyzed the trend of existing large
models in descending with problems and condi-
tions, as well as the effectiveness of techniques
such as Cross-Lingual Prompting in solving Chi-
nese multimodal mathematical problems. The ex-
perimental results indicate that our data exhibits
extremely strong diversity and relatively challeng-
ing reasoning depth. Figure 4 and Table 3 show
models such as GPT-4o struggle to comprehend
our multimodal content and reasoning questions ef-
fectively, resulting in significant performance gaps
between open-source and proprietary models.

5.2 Knowledge Skill Analysis

Quantitative Analysis We have formulated a
Knowledge Successful Solve Rate(KSSR) as a
structural metric to gauge the proficiency level of
multi-modal extensive models in mastering knowl-
edge points. Ny, is the total number of knowledge
points of CMMaTH. Accy,,, is the proportion of
correct answers to questions labeled as ¢’th knowl-
edge point. I denotes an indicator function.

Nen I(Acckn, > a)

— Ez:l
KSSRQq = N (€]

We contend that a knowledge point can be deemed
comprehensively understood only when the accu-
racy rate of solving problems related to that knowl-
edge point surpasses a predefined threshold, de-
noted as «. For our investigation, we have estab-
lished « at the values of 0.1, 0.2, 0.3, and 0.6 to
demarcate the levels of mastery. As shown in Fig-
ure 5, our experiment showed that when subjected
to a more stringent KSSR metric standard, the most
advanced models performed poorly.

Qualitative Analysis Based on the fine-grained

LMM Overall-Acc
LLaVA-vl1.5 5.5
InternL M-XComposer2-VL 34
Gemini-1.5-Pro 37.2
LLaVA-v1.5 + En-CoT 9.4(+3.9)
InternLM-XComposer2-VL + En-CoT  16.9(+13.5)
Gemini-1.5-Pro + En-CoT 41.1(+3.9)
LLaVA-v1.5 + CLP 12.7(+7.2)
InternLM-XComposer2-VL + CLP 17.1(+13.7)
Gemini-1.5-Pro + CLP 43.8(+6.6)

Table 4: The performance of train-free CoT reasoning
techniques on the CMMaTH dataset.

8%

47%

W Visual Perceptual Error Lack of knowledge

= Caculation Error Text Comprehension Error

Figure 6: Distribution of Error Types in GPT-4o.

knowledge point annotation, we conducted a de-
tailed knowledge point skill level analysis of cur-
rent LMMs. We ranked the knowledge points based
on their respective problem-solving rates in Ap-
pendix B. Our analysis revealed the significant gap
between commercial models and open-source mod-
els, as well as the distribution of the multimodal
knowledge points mastered.

5.3 Experiments of Cross-language Reason
Technology

We also attempted several multilingual Chain-of-
Thought approaches such as En-CoT, CLP(Cross-
Lingual Prompting) used by Qin et al. (2023) to
observe whether multimodal mathematical prob-
lems could be enhanced through context learning
techniques without training. The results indicate
that multilingual CoT methods face challenges in
solving, possibly due to the abundance of Chinese
contextual text in the image content, which may ne-
cessitate the model to demonstrate excellent cross-
lingual OCR capabilities. We have included more
details on the implementation of Cross-Lingual
Prompting and En-CoT on the CMMaTH dataset
in Table 4. The prompt implementation detail can
refer to Appendix H.3.

6 Conclusions

We introduce CMMaTH, a detailed Chinese K12
multimodal reasoning benchmark with diverse
question types, visual elements, and complex rea-
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son depth. The benchmark includes detailed knowl-
edge points, standard solutions, and grade levels
to measure the mastery of knowledge points in the
K12 multimodal math skill. To evaluate large mul-
timodal models quickly and affordably, we built
GradeGPT, an open-source tool for assessing re-
sults. Extensive experimental results on CMMaTH
manifest the limitations of current models.

Limitation & Potential Impact

Our dataset CMMaTH, as a multimodal mathemat-
ics dataset aimed at the K12 education sector, can
facilitate model evaluation and iteration of multi-
modal large models in this field, and may promote
the research and development of educational artifi-
cial intelligence. GradeGPT is a result-oriented, rel-
atively coarse reasoning response evaluator. How
to construct a process evaluation model for fine-
grained assessment of the reasoning ability of large
models remains an area to be explored in the fu-
ture.
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A  More Related Work

A.1 Multimodal Large Model Evaluation

The multimodal large models face serious halluci-
nation issues in perceiving objects and executing
reason and inference (Zhang et al., 2024a; Mei
et al., 2024a; Jin et al., 2024b,a; Shi et al., 2023b).
How to evaluate and reduce inference hallucina-
tions of MLLMs (Chen et al., 2024a; Bi et al.,
2024a,b) has received widespread attention. To sys-
tematically evaluate the various capabilities of mul-
timodal large models, diverse multimodal bench-
marks are utilized for assessing the abilities of large
models and aiding iterative development. POPE
(Li et al., 2023b) is used to evaluate the accuracy
of large models in identifying perceptual objects.
MMMU and CMMMU (Yue et al., 2023; Zhang
et al., 2024b) are comprehensive subject datasets
design to assess the proficiency of large models in
mastering massive multimodal multi-disciplinary
knowledge. SEED-Bench designed 19,000 diverse
multimodal questions spanning video and image
modalities to evaluate the spatiotemporal capabili-
ties of multimodal large models (Li et al., 2023a).
MM Vet (Yu et al., 2023) attempts to design datasets
to evaluate the integrated capabilities of different
multimodal large model systems in combining var-
ious Vision-Language skills.

A.2 Concurrent Work Discussion

MathBench (Liu et al., 2024b) is the first attempt
to introduce a fine-grained knowledge point system
(Huang et al., 2024a; Bi et al., 2024d) for evaluating
large models’ mathematical abilities. However,
MathBench is a purely text-based mathematical
benchmark and does not involve multimodal skills,
such as understanding diagrams, and its annotation
granularity is relatively coarse.

MathScape (Zhou et al., 2024a) and CMM-Math
(Liu et al., 2024c¢) are concurrent works that were
developed after ours, but MathScape only contains
1/10 of the data size and a coarser knowledge point
system. MathScape also adopts a method that em-
beds problem text into images for evaluation, fo-
cusing more on end-to-end recognition and solving
of problems. CMM-Math provides a dataset for
training and evaluation, with around 5k test sam-
ples for assessment. In contrast, our CMMaTH
dataset is larger in scale, with finer annotation gran-
ularity, and is specifically designed for evaluating
multimodal mathematical capabilities in Chinese.

B Analysis of K12 knowledge point
mastery level of LMMs

In addition to KSSR, based on the fine-grained
knowledge point annotation of CMMaTH, we also
clustered several LMMs on the specific level of
mastering K12 knowledge points. According to the
accuracy of solving the questions corresponding
to each knowledge point, for GPT-40, Gemini-Pro
and Claude-3.5, LLaVA-v1.5, we listed the top 20
knowledge points that these models have the best
in Figure 16, Figure 17, Figure 18, Figure 19.

At the same time, we identified the K12 knowl-
edge points that these models struggle with and
visualized them in Figure 20. Our fine-grained an-
notation and analysis reveal the shortcomings of
current LMMs in solving K12 education problems
from the perspective of knowledge points.

Gemini-Pro appears to be optimized for large-
scale triangle-related geometry problems but lacks
the balanced knowledge and skill level found in
models like Claude-3.5 and GPT-4. Additionally,
our analysis suggests that open-source models gen-
erally struggle with fundamental knowledge skills
such as parallelism and positional relationships.
We hope that our datasets and tools can promote
the data collection and synthesis of existing LMMs
from a perspective based on knowledge points.

C Analysis About Visual/Auxiliary
Information for LL.Ms Inference on
CMMaTH

C.1 The Impact of OCR Information

OCR information includes important information
such as Chinese characters on the coordinate axes
in mathematical abstract forms, recognized mathe-
matical symbols, etc., and plays a key role in assist-
ing the understanding of visual information. We
also evaluated the ability of OCR information for
LLM/LMMs to solve CMMaTH Chinese multi-
modal mathematics questions.

C.2 The Impact of Visual Content on LMM

In real questions in the real world and academic
datasets like MathVista, the text part of many ques-
tions contains descriptions of the visual part, which
leads to many models that may be able to solve
mathematical problems with text reasoning capabil-
ities. In order to evaluate our dataset Regarding the
degree of dependence on the visual part, we evalu-
ated the problem-solving capabilities of relatively
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Model Overall | Flow Bar Scatter Line Plot Fan LiDAR Visual-Table Three View Folded Image Analytic Solid Plane Venn Abt-Analogy
LMMs(Text+Image+OCR Caption, Zeroshot)
LLaVA-v1.5-7B 55 1.5 42 54 6.2 54 3.6 4.0 42 53 4.8 39 8.4 6.1 42
Yi-VL-34B 8.3 71 46 10.2 14.6 8.5 6.8 77 59 6.4 10.1 78 122 113 79
Qwen2-VL-7B 13.7 155 73 14.3 16.9 136 108 114 12.8 14.8 159 127 17.8 204 19.3
LLaVA-v1.5-7B+OCR Caption 4.9 52 1.3 3.4 4.5 5.9 4.4 2.6 35 39 4.6 3.8 3.7 8.0 5.6
Yi-VL-34B + OCR Caption 10.2 83 56 11.6 14.8 9.8 74 9.2 59 6.8 10.8 84 132 130 9.4
Qwen2-VL-7B + OCR Caption 14.1 16.1 85 15.1 182 14.1 12.3 12.6 13.6 16.3 17.0 141 193 212 20.5
GPT4V 27.0 393 125 302 21.0 229 386 16.9 183 20.0 37.5 158 215 580 29.9
Gemini-Pro 357 589 21.1 471 312 506 324 274 24.7 20.3 37.3 295 422 538 31.5
Claude-3.5 374 634 209 56.6 44.3 602 351 317 30.8 21.6 37.6 29.1 377 596 38.8
GPT4o0 478 59.1 455 703 373 50.0 189 48.0 322 31.8 49.1 432 474 612 45.6
Gemini-Pro + OCR Caption 39.7 345 500 509 21.0 253 8.5 44.4 26.7 19.5 36.7 352 410 427 33.8
GPT40 + OCR Caption 50.1 61.5 477 729 39.7 526 212 50.1 34.8 343 515 450 50.0 637 48.0
Claude-3.5 + OCR Caption 46.7 556 48.0 709 45.9 515 362 49.8 36.5 259 45.1 39.7 418 678 442
LMMs(Text-only, Zeroshot)
GPT40-w/o Visual Diagram 17.9 450 7.0 39.2 174 45.8 19.5 18.6 17.7 10.1 284 19.8  19.1 432 17.5
Gemini-Pro-w/o Visual Diagram 14.8 250 43 18.0 7.6 244 129 14.2 113 1.4 18.2 49 188 310 10.0
Claude-3.5-w/o Visual Diagram 19.9 370 101 32.0 18.1 46.8 17.2 134 20.0 7.5 29.8 151 204 422 15.6

Table 5: Model performance of LLMs, Math LLMs, and various commercial API models on CMMaTH with
auxiliary OCR caption input. The results of the advanced model removing visual information are also reported in
the table. The definitions of different subjects are the same as in Table 3. The first and second highest accuracy

of LMMs are marked in red and blue, respectively.

strong interface models, such as GPT-40, Gemini-
Pro, and Claude-3.5, when there is no visual input
and only text input. Our results in Table 5 show
that GPT-40 and Gemini-Pro and Claude-3.5 suffer
huge performance degradation in the absence of
visual input. This shows that in addition to under-
standing the text part, a large number of questions
in our benchmark require a full understanding of
the corresponding visual elements in order to solve
the questions.

C.3 Few-Shot Evaluation on CMMaTH
Dataset

We evaluated the reasoning capabilities of several
advanced API-based models under three few-shot
conditions(3-shot) in Table 8. The results indi-
cate that few-shot learning can slightly enhance
the performance of current commercial-grade API
models. However, there remains a significant gap
in effectively addressing multimodal mathematical
problems in real-world Chinese multimodal rea-
son contexts compared to our human evaluation
baseline.

D Model Generation Details
D.1 Model Weight Version

We have listed the parameter versions and the Hug-
ging Face repository names of the open-source
models and version for API-based model used in
Table 16.

D.2 Model Sampling Parameter

We have listed the corresponding hyperparameters
used by the models in Table 15. For API mod-
els, we have indicated the corresponding release

Statistic Number
Single choice’s

distribution of question options

- Proportion of answers A 2694(14.8%)

3903(21.4%)
3961(21.7%)
3148(17.5%)

- Proportion of answers B
- Proportion of answers C
- Proportion of answers D

Knowledge point number 784
Levels 5
Visual Subjects 13
Maximum question length 593
Minimum question length 6
Average question length 75.1
Grade Distribution Elementary(1-6) 800
Junior(7-9) 5082
Senior(10-12) 17972

Table 6: Key statistics of CMMaTH. The unit of ques-
tion length is words.

versions. Models using vVLLM for inference are
annotated.

E CMMaTH Dataset Details

E.1 More Detailed Statistics

For readers’ reference and understanding of the
characteristics of the dataset, we provide other
statistical information on our CMMaTH dataset,
statistics on options, number of knowledge points,
question difficulty level, number of visual element
types in Table 6. We have also provided represen-
tive examples in Figure 7 and new question type
example "Composition Question" from the dataset
in Figure 8.
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Figure 7: Some samples related to "Folded Image Graph", "Flow chart", "Stem-and-Leaf Display" visual subject on

the CMMaTH dataset

E.2 Data Source Detail

These two electronic data websites, "Jiaoyan Yun"?
and "Zujuan"4, mainly collect electronic exam pa-
per data from primary, middle, and high schools.
The electronic test paper data includes detailed in-
formation on the grade level of the exam, the exam
date, the school administering the exam, and the
exam scope. The Jiaoyan Cloud, containing more
than 1.2 million Chinese math problems, forms a
major part of our private database. Additionally,
we have crawled a large number of multimodal
math test questions from "Zujuan" totaling around
400k multimodal math questions. We did not crawl
all the data, especially since crawling data from
Jiaoyan Cloud requires obtaining the correspond-
ing copyrights. Ultimately, the ratio of data in our
private database from Jiaoyan Cloud to Zujuan is
approximately 7:3.

To format all questions for use, we processed
them by OCR engine like Mathpix® interface. Due
to inherent errors in the OCR engine, we introduced
manual checks to ensure the accuracy of parsing
results and to verify whether the questions belong
to multimodal math problems.

To more clearly elucidate our data collection
process, we have depicted the overall pipeline of

3https ://www. jiaoyanyun.com/
4https ://zujuan.xkw.com/
5h’ctps://mathpix.com/

data collection in Figure 15.

E.3 Quality Check Detail

Since we use GPT-4 as a quality check tool, we pro-
vide the prompt for GPT-4 quality check in Figure
9, GPT-4 assigned a confidence level to the data on
ascale of 1 to 5. Data with a confidence level lower
than 3 were filtered out. To ensure the high quality
of the final data, we conducted sampling and man-
ual verification. We performed three random sam-
ples, each consisting of 500 multimodal samples, to
check the data quality and ensure the consistency
of the knowledge points and data. When verify-
ing whether problem is solvable, we use multiple
closed-source interface models (GPT-40, Gemini-
Pro and Claude-3.5-Sounet) to solve each problem.
For problems that cannot be solved, we perform
manual checks to compare whether the reference
analysis given is correct and whether the problem
can be solved.

E.4 Knowledge Point Assistant Labeling
Detail

The data from Jiaoyan Yun already includes de-
tailed knowledge point classifications. We have
also provided fine-grained knowledge point an-
notations for the questions sourced from Zujuan.
The GPT-4 prompt for knowledge point labeling
includes a detailed documentation of knowledge
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Plane Geometry(Middle)

Question: WA, 70515 W& & T HIAF KA
HEE .

(1) i P AR S 2R0B L - ®

(2) &I TEAEFLLROA L .

(3) &L AR XA (FIA5) :

y

>

Answer:

(1) {a|a = 60° + k- 180° k € Z}

2){a|la =30°+k-180°k € Z}

3){x|30°+k-180°< a < 60°+ k-
180° k € Z}

Knowledge point:

ARIELIL 45 B A58 A YT R

Describes the extent of an angle in terms of its
terminal edge position

Solid Geometry(High)

Question: #0/&A ABCHI IR E L, TWIEE
A ABCIIN IR 42, #ESAEA ABCIHITHIAH,
Lipc7eA ABCHIJA K

(1) 5 = M 7 O A T HISAH D7) BRI £ = s e
N YIER. =R ARRY, KT R

S, THFZSILMEE AR, 5 =R N IR
MR ARy

(2) &2, TE=MHEP — ABCH', PA. PB.
PCHIMTEE, HPA=PB=PC=1, K=4
HEP — ABC I N DI BR AR RIS LRI 242 2
HE

Answer:

3V V3-1
DRy =5 @5
Knowledge point:

Sl iR g fEE

Plausible reasoning and deductive reasoning

Figure 8: Examples of Composition questions question types

GPT-4 Data Quality Check Prompt Example:
Role: System

Question. The scoring criteria for reference are as follows:

conditions given in the question are not contradictory.

Role: User.
Math Question: {question}
Estimated Score:

You are a data quality scoring assistant. Please refer to the scoring criteria and provide a reference score for a Chinese math

1: This question has serious grammar issues due to the lack of coherence between the preceding and following sentences.
2: The sentences in this question are generally smooth, but there are formatting issues with the LaTeX formula and table.
3: The sentences in this question are generally smooth, and the format of the LaTeX formula and table is basically correct.
However, there may be some missing conditions, redundant noise text, or contradictory conditions.

4: The sentence of this question is smooth, the problem description is basically clear, the LaTeX formula is correct, and the

5: The sentence of this question is fluent, the problem description is basically clear, the LaTeX formula is expressed
correctly, the conditions given in the question are not contradictory, and it is preliminarily estimated that they can be solved.

Figure 9: Prompt used for quality inspection with GPT-4.

point types. Considering GPT-4’s context length
limitation and the large number of knowledge
points, we assess whether a problem belongs to
a specific category in batches. A GPT-4 Knowl-
edge point classification prompt in Figure 10.

We used GPT-4 to formalize the standard form of
knowledge points as a classification problem. Af-
ter meticulous prompt processing, GPT-4 achieved
an accuracy rate of 92%(We validated the prelimi-
nary accuracy of knowledge point annotation using
GPT on a relatively 500 test set with only a few
hundred questions). But this still did not meet our
requirements. Therefore, GPT-4 is used here solely
to assist with annotation and speed up the process.
Afterward, manual verification is performed to en-

sure the accuracy of the annotations.

E.5 Visual Subjects Detail

We provide the Chinese and English explanations
of the Visual Subjects involved in the topics in the
dataset in Table 7.

The definition of "Visual Subject" was extracted
and screened from the knowledge point names of
"Jiaoyan Yun". The classification of "Visual Sub-
ject" is coarser compared to the Jiaoyan Yun system
and is based solely on the types of images used in
multimodal math problems. Jiaoyan Yun’s question
knowledge point annotations involve the examina-
tion of specific "Visual Subjects." For example,
for the "Visual-Table" subject, it involves Jiaoyan
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Prompt Example:

Role: System

You are a math problem analysis assistant. Please determine whether the knowledge points tested by a math problem
belong to a series of knowledge points based on the definition of the corresponding knowledge points, If there are no
matching knowledge points here, provide output <No Match>:

List of reference knowledge points are:

Chinese Knowledge Point 1: “4%4&47 % B +1+ - # 4z % which means Calculate the median based on the line chart
Chinese Knowledge Point 2: “$I2=AMIFAGIMER: =AM —SAF T 5 LARARGAAA A Z A=" which
means: The properties of the outer angle of an isosceles triangle: One outer angle of a triangle is equal to the sum of

two inner angles that are not adjacent to it.
Chinese Knowledge Point 3: ......

Chinese Knowledge Point 10:
For Example:
Example 1:

Question Analysis:

AEC=90{}"\circ -14{}"\\circ =76 {}"\\\circ $$.

Role: User
Math Question: {question}
Corresponding Knowledge Point:

Math Question: 4= &, $$AD$S$ A $$\\triangle ABCS$9$$BCSS$iZ L 895, $SSAESS-F4$$\angle BACSS, #*
$$\\angle B=42 {}"\\circ $$, $$\\angle C=70{}"\\circ $$, N|$$\\angle AEC$S$49 & £ £ $$\\underline {}$$.

$$\\angle B=42 {}M\\circ $$, $$\\angle C=70{}"\\circ $$, \n..$$\\angle BAC=180{}"\\circ {-}\\angle B{-}\\angle
C=68{}"\\circ $$, \n-$SAESSE A-F 4%, \n-$$\angle EAC=\\frac{1} {2}\\angle BAC=34{}"\\circ

$$. \n-$SADSSZ =, $$\angle C=70{}"\circ $$, \n..$$\\angle DAC=90{}\\circ {-}\\angle C=20{}\\circ $$,
\n.~$$\\angle EAD=\\angle EAC{-}\\angle DAC=34{}"\circ {-}20{}\\circ =14{}\circ $$, \n..$$\\angle

Corresponding Knowledge Point: 52 = A F5F A 69 Fi: = AR89 —ASE A S T 5 HA8AR AA A A Z A=

Figure 10: Prompt form used to annotate knowledge points.

Yun’s knowledge point "calculation of median and
mode based on statistical tables." For "Solid Ge-
ometry", it involves "volume calculation of solid
geometric shapes".

E.6 Knowledge Point Detail

The CMMaTH dataset mainly adopts the knowl-
edge point system of "Jiaoyan Yun". "Jiaoyan Yun"
is a relatively mature commercial knowledge graph
widely used in the field of Chinese mathematics
education. It has undergone long-term user vali-
dation in the mathematics education sector. Com-
pared to the coarse-grained knowledge point clas-
sification structures used by MathBench and MM-
Math, "Jiaoyan Yun" employs a very rich knowl-
edge structure with a massive scale of knowledge
points, which better meets the needs of real-world
educational scenarios in the industry.

MathBench(Liu et al., 2024b) is another related
work trying to provide knowledge point label in
math evaluation benchmark. However, their knowl-
edge system is build by "Subject Area" and "Topic",
which has coarse-grained classification. We pro-
vide some comparisons of some knowledge points
here and the one-to-many correspondence between
them in Figure 12 and Figure 13.

We provided detailed annotations of knowledge
points for our dataset and conducted preliminary
clustering of these knowledge points in "Jiaoyan
Yun". The distribution of knowledge points in dif-
ferent clusters is showed in Figure 11.

E.7 Question Level Detail

The "Level" is a reference question difficulty pro-
vided by the Teaching and Research Cloud, which
can be obtained through OCR tags during crawling.
It is manually marked by teachers and corresponds
to difficulty levels 1-5: "very simple", "simple",
"moderate difficulty"”, "relatively difficult", "diffi-
cult".

E.8 Characteristics Of Annotators

We utilized a standard team of eight people, who
spent two weeks annotating the data. All annota-
tors have a university undergraduate education and
are well-versed in basic knowledge of the K12 edu-
cation field. To ensure quality, each question was
verified by at least two people.

E.9 Heuristics baselines Detail

Similar to MathVista, we added two heuristic Base-
lines. These two heuristic strategies can only han-
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Image Type #Num Image Type #Num Image Type #Num Image Type #Num
WaEN g, | EEFHE s LHILEE AT LT 060
Visual-Table Folded Image Graph Solid Geometry Analatic Geometry
TR FIEHE AU -1 JL T
Flow Chart 3120 Bar Chart 4924 Scatter Chart 17 Plane Chart 3834
el s B s EiEH . 5K 440
Line Chart Fan Chart LiDAR Chart Abstract Analog Graph
B s HTE ’s At 240
Three View Graph Stem-and-Leaf display Other Image type

Table 7: Primary visual element types involved in the CMMaTH dataset.

ASA“ A=A LK

Figure 11: Cloud diagram of the knowledge points contained in the CMMaTH dataset.

dle multiple-choice questions in the dataset. "Ran-
dom Guess" selects one from the options with equal
probability each time, and "Frequent guess" fol-
lows the options. The proportion in the dataset
serves as a prior probability to sample an option.
For the evaluation of human performance, we used
a subset of the CMMaTH dataset, consisting of ap-
proximately 1,500 samples. The participants were
high school students from three groups, each from
a top high school. Every student in each group was
required to answer the questions in the subset, and
we reported the average accuracy of the answers
for the three groups.

F Hallucinations Types Defination of
Human Evaluation

In our study, we employed a detailed typology
of hallucinations for human evaluation on the
CMMaTH subset(about 500 examples).
Perception Errors

Perception Error refers to the model’s erroneous
interpretation and utilization of diagram content
during reasoning. For example, incorrect OCR,
misidentification of numerical relationships,
geometric relationships, logical relationships, etc.
Reasoning Errors

Reasoning Error are quite common during the
solving process. For instance, the model may
misinterpret symbols or use incorrect logic or
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* % b YL~ LT

MathBench 1 type

High--Intermediate Geometry--Solid Geometry

*
iz B X A

The positional relation between space
vectors and solid geometric points

F* JUAT AL B K & AR AR

Calculate the area and volume of

geometric three views

« KE WIUATIR G K @ AR
Calculate the surface area of
common geometries

- ot @ P AL
Ball cross section problem

« AT B 69 SARE T
Rotated three-dimensional
graphics

MathScape 4 types

FREE L ZARIUTEZE Kk ZlA@E L 24k

JUAT 2= 18] JUAT 4K
Space vectors and solid
geometry space geometry

CMMaTH 29 types

* 2 18] JUAT AR 69 IR 5 32 fiF
Knowledge and understanding of
spatial geometry

s WAL, HE. 6 MR A
Understanding and identifying
prisms, pyramids, and pyramids

« E 7 ARTAR @ T B
Expanded of adjacent faces of cube

o %413 3| 0 AR

Rotated three-dimensional graphics

*

*

2P E L 2RI
LTS

Space vector and solid geometry
synthesis

= & b 2 ] AR A
Space vectors and space
coordinate systems

P A B 0 AR B A

Rotated three-dimensional graphics
2l ERERALIRET
The quantity product of space vectors
and coordinate representation

#5E  A A AR A
Establish a spatial rectangular
coordinate system

Figure 12: Knowledge Point Annotation Comparisons in Topic Plane Circle.

Model ‘ Overall ‘ Flow Bar Scatter LinePlot Fan LiDAR Visual-Table Three View Folded Image Analytic Solid Plane Venn Abt-Analogy
LMMs(Text+Image, Zeroshot)

GPT4V 270 | 393 125 302 21.0 229 386 16.9 183 20.0 375 158 215 580 29.9

Gemini-Pro 357 | 589 21.1 471 312 506 324 274 24.7 203 373 295 422 538 315

Claude-3.5 374 634 209 56.6 443 60.2 35.1 31.7 30.8 21.6 37.6 29.1 377 59.6 38.8

GPT4o0 47.8 | 59.1 455 703 373 50.0 189 48.0 322 31.8 49.1 432 474 612 45.6
LMMs(Text+Image, Few shot)

Gemini-Pro(3-Shot) | 39.3 349 497 505 20.8 249 9.0 44.1 26.6 19.7 36.5 346 410 425 34.0

Claude-3.5(3-Shot) 48.8 579 504 738 479 535 38.6 52.0 38.6 28.8 47.8 426 438 702 472

GPT40(3-Shot) 522 | 639 504 753 429 550 240 53.6 37.0 36.8 543 48.6 52,6  66.1 50.5

Table 8: Model performance of few-shot(3-shot) experiment on CMMaTH.

knowledge for inference.

The frequency of

G GradeGPT details

Reasoning Errors reflects the model’s logical and
mathematical reasoning capabilities.

Calculation Errors

Calculation Error refers to the model performing
incorrect mathematical operations, such as writing
equations or solving equations incorrectly.

Reject Errors

Reject Error refers to the model’s inability to solve
a problem that is actually solvable. The frequency
of such errors reflects the model’s ability to follow
instructions.

F.1 Case Study

We conducted a fine-grained manual evaluation of
GPT-4V’s output on CMMaTH, with the results
shown in Figure 21 to Figure 31.

G.1 GradeGPT Prompt Detail

We have listed detailed Fewshot Examples using
the GPT-4-generated GradeGPT model responses
in Table 14. Through this table, you can observe the
specific form of the Cross-Lingual-Judge-of-Chain
that we have used.

G.2 GradeGPT Performance Metric

GradeGPT’s performance evaluation metric is pre-
cision in comparison. We constructed a model that
responds to a test set containing outputs from vari-
ous large models (including both correct and incor-
rect model outputs). Each output is labeled as cor-
rect or incorrect based on its result. GradeGPT is
tasked with assessing whether the model responses
are correct or incorrect, and this performance eval-
uation metric is a binary classification metric.
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MathBench 3 points

* = PR IUAT— AR AT
* - B AT B 6 BEA

Middle--Basic Geometry--Basic Concepts of Geometry
Middle--Basic Geometry--Basic Concepts of Circles

I * l:é_j ‘:F' = ‘:F i’&ﬂ."f;f-ﬁ &A= 7 69 75 AL High——]ntermediate Geometry--Equations of Lines and Circles I

MathScape 3 points

* FdEEATILAT R S A2

Plane analytical geometry
circles and equations

[H &9 B MR

Graphic properties of circles

* TR KIR & U
Competition knowledge point
of plane geometry

CMMaTH 49 points

* 5B A X6 H

Calculations related to circles

- [ 493 K 19 48

A5 %A/

* H5HA XMz EXF

Positional relation related to circles

* [ 5 A Ak A S S

Circles and other concepts

& 5 4840k

Questions about the chord Circles and polygons Circle and similarity
R G CZAHAME o I P49 S R PR

o B 8947 77 AR

Standard equation of circle

AAE5R

o [ 49— A A2 A R
General equation problems o [ 4437 4% 69 48 F [89] A

of circles

Triangle inscribed circle

Lines and circles

Questions about tangents to circles

Theorems about the properties of a
quadrilateral inscribed in a circle

cB5-F@mE A LIRER
Circle and plane rectangular
coordinate system

Figure 13: Knowledge Point Annotation Comparisons in Topic Solid Geometry.

G.3 GradeGPT Training Details

We generated cross-lingual evaluation instruc-
tion pairs using the outputs from InternL.M-
XComposer, LLaVA-v1.5, CogAgent-18B and Yi-
VL-34B. These outputs were produced using GPT-
4 Fewshot. The generated evaluation instructions
were filtered based on specific rules, retaining only
those responses from GPT-4 that contained the
fields: <Yes>/<No>. Ultimately, we constructed a
cross-lingual format instruction set comprising 56k
instruction pairs.

GradeGPT was trained on 8 H800, with the
Qwen-14B-Chat version used as the base model.
The model’s batch size was set to 16. The learning
rate was set to le-4, and the gradient accumulation
step was set to 16. It was trained for 10 epochs on
a 40k bilingual Judge-of-Chain dataset. A detail
example of instruction can refer to Figure 14.

G.4 Futher More Ablation Study

We conducted experiments on a development
set comprising outputs from a 0.5k model. The
development set was sampled from a subset of
0.5k questions on CMMaTH. Each question was
accompanied by answers provided by GPT-4V,
GPT-40, and middle school students. Each
answer was manually annotated to indicate
whether it was correct. We use 2 to measure the

answer judgment capability of different LMMs,
including Zershot LMMs and LLMs after Finetune.

Ablation On Instruction Format We con-
ducted experiments on various instruction enhance-
ment techniques used by GradeGPT and com-
pared the results with GPT-4 in Table 9. The
results suggest that after various instruction en-
hancements, the accuracy of GradeGPT in model
response judgment on CMMaTH can be improved
to 96.1%, significantly surpassing the accuracy of
GPT-4. The proposed strategy can significantly
enhance GradeGPT’s ability to judge results. It
is only slightly weaker than the performance of
GPT-4(Fewshot) executed with a large number of
examples. Our GradeGPT, as an open-source pa-
rameter model of approximately 14B, can serve
as a stable, low-cost, and efficient alternative to
GPT-4.

The Baseline we compared, Qwen-7B/14B(4-
Shot), GPT-4(4-Shot), Naive Outcome Finetune,
Judge-of-Chain. In the Naive Outcome Finetune
format of instructions, the model is required to out-
put its results indicating whether they are correct in
the form of "<Yes>"/"<No>". Judge-of-Chain also
includes the understanding of results and natural
language descriptions of model outputs, but does
not include the part of extracting key Chinese out-
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Instruction Example:

Role: System

You are an answer evaluation assistant. Based on the following questions and reference answers, determine if the model's
output is the same answer. When making the determination, please provide the analysis process. Note: for multiple-choice
questions, it is only correct if the output includes all the corresponding options. Note: if the model response does not
specify a particular option, and its correctness cannot be determined, the answer consistency should be: <No>.

Role: User

ATFAREAE, BFf—FEA ML, FHEER G FREES T EMGHSEEE.

Question: 42 : FAABE=AACD, £A=50°, <« C=20°, Nz ADC=?.

Reference Answer: 110°

Model Response: &2, &AMEZTHRIANFAGH ZfBir. MALETZAHBN=AAE, HEREMNKE
B—ARE BN TUREL=ZAHGN AFRBREIANFEL, Bk, ZMNAL=ZABHAAF: LA+2LB+2C
=180°, 50°+20° +£ADC=180", # Tk, &MERRINF MK, BFLADC, BAVT ABLH P A A=
+ 4 A F K132 C: £ ADC=180°- £ A+ 2B+ 2 C. £ ADC = 180° - (50° + 20° ), 2 ADC =180° - 70° , 2 ADC

Judgment Result:
Role: Assistant

A ACDis 2 ADC=110°.

=110°, Pk, =AMHAABESAACDH % —Af & &2 ADC=110°,

The relevant paragraph in the Model Response that provides the answer is
Bk, =AM AABESAACDY) % —Af & & £ ADC=110°
Understand the question in Chinese. The Chinese model response means: Therefore, another angle of triangle A ABE and

Next, let’s analyze whether the correct answer has been given. The reference answer 110° is a numerical answer, and the
output given in the model response is 110° . The consistency of the answers is: <Yes>.

Figure 14: A instruction example to finetune GradeGPT.

puts and translating them into English. Compared
to having the language model directly predict the
<Yes>/<No> judgment labels, directly using Chi-
nese Judge-of-Chain to construct Judge-of-Chain
improves the model’s performance in answer evalu-
ation. However, they didn’t yield good results. The
performance disparity may stem from an imbalance
in the quality of Chinese and English components
within some bilingual base models due to the train-
ing corpus.

Our findings show that fine-tuning with Cross-
Lingual-Judge-of-Chain for detailed thought chain
refinement significantly improves the performance
of open-source models in outcome analysis tasks.
Additionally, we discovered that using bilingual
thought chains instead of Chinese-only thought
chains for base model fine-tuning effectively
enhances performance in outcome determination
tasks. By using and synthesizing the instructions
in the form of Cross-Lingual-Judge-of-Chain that
we designed, we are able to efficiently distill the
answer reviewing capabilities of GPT-4.

Ablation On Instruction Data Source The in-
struction data for Cross-Lingual Judge-of-Chain
Prompts comes from outputs of various LLMs on
CMMaTH. We conducted ablation experiments on
the sources of instruction data in Table 10, which
showed the impact of using different LLM mod-
els in constructing diverse and effective instruction

LLM ACCoutcome
Qwen-7B-Chat(4-Shot) 35.1
+Naive Outcome Finetune 51.5
+Judge-of-Chain 65.3
+Cross-Lingual-Judge-of-Chain 85.1
Qwen-14B-Chat(4-Shot) 43.7
GradeGPT(14B) 96.1
GPT-4(4-Shot) 97.2

Table 9: Ablation study on the instruction fine-tuning of
GradeGPT commands

Model Response Source AcCoutcome

LLaVA-v1.5 response 77.2
+InterLM-XComposer2-VL response 83.1
+CogAgent-Chat response 84.2
+Yi-VL-34B response 85.1

Table 10: Ablation study on the instruction fine-tuning
of GradeGPT commands. All experiments were con-
ducted using the GradeGPT (7B) version.

data.

I(GradeGPT(R;), Overcomegar)

NT‘espO’rLse

x 100
2

ACCoutcome =

H Prompt Details
H.1 Prompt For Step Response Generation

When evaluating hallucinations during the assess-
ment process, we use a few-shot prompt format
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Data Collection Data Filtering

A= K12 Math Knowledge
Correlation Check

Data Quality Control
Rule-Based Image
Quality Check
API Based Question
Quality Score
Chain-of-Thought Quality Check

Question Answerability Check
<+ Anwer Correspondence Check

G

ﬁ
NN

wim

Data Labeling

Internet ' Chinese
A Knowledge g«g Math
l ﬁ System l Textbook

Pythagorean theorem %] i 2 F8
o Interior angles formula [ f§F1EE

Solid Geometry Define 3z {4 JL{F#IE

T
E
Find AB=?

A B

Pythagorean theorem ZJRREE

Interior angles formula [ f fIEIE X

Solid Geometry Define 3z {& JL{T#IE X

Figure 15: Overall Data Collection Pipeline of CMMaTH.

Element Prompt

system-prompt (I MECEEBEIT (R AR —EREH,

PUBGXTE H R, IREIHE

%5 4t KR L R AR LU 2SR, AR — 5 B T ok,

Question: /NHE20007T, — N 3EH2TT, MBHAE TI00 R . NHIRE £ /D
Examplel ~ Model response: B 5011 %58/)NIH K32 B A FF 45 72 T€ 1095 T207T. <STEP1> FI20007C15
A K4, 2000-20=1980. <STEP2> FIT DL A A HIZ 22 7919807C. <STEP3>

Question: {1&, 7EAABCH, £C=90°, £B=30°, LIAREL, EEKFELEZEIR
SRIZEAB~ ACT AMFAIN, FHHILIM - NREL, KTMN2REKAEEEIT, H
AT AP, HELSAPHIEKBCT AD, NI FFIUEFERM AR () DADE
ZBACHIF4%%; @ ZADC=60°; QADEABHIFHEL L, @WBD=2CD. A4B.3C2

D.1

Model response: & J& i & AABCH JLAAT 4 Bt - <STEP1>£C=90°, Z£B=30°,

Z/A=120°- <STEP2>/\ABCRE — 1M %E=fAF -

<STEP3>1R #& %5 f# = f/ &

HIME L, ADE ZBACHIF 4> % o  <STEP4>DADRE /BACH]F 4 %%, IEW -
<STEP5>2 ZADC=60°, %% . <STEP6>® A DTFABI) H 3 4k [, 1% -
Example2 ~<STEP7>@WBD=2CD, IEffj . <STEP8>[A It , IE7 E@ﬁ\iﬁzﬂmo <STEP9>Z

HA4- <STEP10>EVRIRYEIX 1T, RN A %2

o [AJfH: fEAABCH,

ZC=90°, ZB=30°, LIARNEL, ﬁiiﬁﬁﬂﬁhu%’\nﬂﬁcAB ACT B MAIN,
A5 UM~ NAREL, KFMN2B K AEEEL, Wil T 48P, EAPHIE
KZBCT AD, M TFFHEFERATEZE () OADE LZBACHIFotk; @
ZADC=60°; B ASDIEABHIFEL |, @WBD=2CD. A4 B3 C.2 D.1 KEFSE.
B E AABCH LI PER - £C=90°, £B=30°, ZA=120°. NABC#—PM%[E
=M. RIBEE =AM, ADE ZBACHIF 5% . (DADZE £ZBACH]F 43

%, 1Efff- @ ZADC=60°, %5i%. @LEDEABRIHEL I

- B, IEFR RO . ERNAL-

% . WBD=2CD, IF

Table 11: Prompt for all model to generate step-by-step answer.

to elicit step-by-step outputs from the model as  Cross-Lingual Prompt paper, for experimental sim-
showed in Table 11. plicity, we only adopted a single-turn format. How-

H.2 Prompt For GradeGPT

We also listed the prompts used by GradeGPT in [ MMs.
Table 12.

H.3 Prompt For Cross-Lingual Prompting
and En-CoT

We have listed the specific prompts used for En-

CoT in Table 13 and Cross-Lingual Prompt during

actual execution in Table 14. Unlike the original
2712
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Element Prompt

You are an answer evaluation assistant. Based on the following questions and reference
answers, determine if the model’s output is the same answer. When making the determination,
please provide the analysis process in the following format. Note, for multiple-choice
questions, it is only correct if the output includes all the corresponding options. (For example:
If the reference answer is: A, C, and the model response is: C, the answer consistency is: No)
Note, if the model response does not specify a particular option, and its correctness cannot
be determined, the answer consistency should be: No.

system-prompt

Question: WEFTR, ADZEAABCHIFL, MEEACL, BEXXADTHF. 45 =

L AE _

Model Response: &4, Bl 1BEEREIHEAD, WEHFSEFAC FEIRE . 47

RRAD, A LSS A HSRAE, AD? = AD x AC?. WAD =z, AC =y, WE

z? = zy? - <STEP1>

g’iﬁ*@ﬁﬁ HA1BE] y = Voo MERNHFLESETEACE, BT LAERIBEALFR Hy

e N X o

BRR, BAIFHERD SFEBD LM E . B TRSEBD L, FA1a] LLSFA

FEBDA—, BIF = (x +y)/2- <STEP2>

IAEFATA] LT EAFMFDRIKE . AF = ¢ — F, FD = FD — F B 25K xFfyft

AL, BE:. AF = o — (x +y)/2FD = (z + y)/2 — (z + y)/2 RWLE
Example 2l: AF =z —2FD =1 — 2 XEIWWEAF = FD. <STEP3>

IREEFA AT LISKARAR B FP 0551 AE/AC = 1/2 % EAIMAFFMFDR A AT, &

F: AE/AC = (z — 2)/(Vzy)LEBE]: AE/AC = 1/2fTl, ERNAE/AC =

1/2 <STEP4>

Reference Response: 4.?” —2V3

Judge Result: The relevant paragraph in the Model Response that provides the answer is T
P, ZEZRHNAE/AC=1/2.

Understand the question in Chinese. The Chinese model response means: Therefore, the
answeris AE/AC=1/2.

Next, let’s analyze whether the correct answer has been given. The reference answer % isa
numerical answer, and the output given in the model response is 1/2. The consistency of the
answers is: <No>.

Table 12: Detail prompt for GradeGPT and it’s instruction construction prompt by GPT4.

Element Prompt

You are a math problem-solving assistant. Your input is a math problem and an image of the
system-prompt problem. Your task is to provide the solution steps and the final answer. The output format
should be step-by-step.

Question: Xiaoming has 2000 yuan, an apple costs 2 yuan, Xiaoming bought 10 apples.
How much money does Xiaoming have left?

Example ~ Model response: First, calculate the cost of the apples Xiaoming bought, which is 2 times 10
equals 20 yuan. <STEP1> Subtract the total cost from 2000 yuan, 2000-20=1980. <STEP2>
So the final answer is 1980 yuan. <STEP3>

Table 13: Prompt for En-CoT in Our Cross-Lingual Experiment.

Element Prompt

Please act as an expert in multi-lingual understanding in Chinese. After understanding,
system-prompt you should act as an expert in arithmetic reasoning in English. Let’s resolve the task you
understand above step-by-step! Finally, you should format your answer as *Answer: [num]’.

Request: FIAN LI/ NS, BRHURIP R RS - WIRANTD20% , X = ZINER G
Mz
Reason Result: Let’s understand the task in English step-by-step! 1. "FH T LLER/ N 27"
means "Mary is two years younger than Joan." 2. "L /RVS A F % " means "Joan is five
Example  years older than Jessie. " 3. "HIER7NTF 20 %7 " means "If Jessie is 20 years old. " Then, Let’s
solve the task step-by-step: 1. According to the first sentence, Mary is two years younger
than Joan. Let’s suppose Joan’s age is J, then Mary’s age is J - 2. 2. According to the second
sentence, Joan is five years older than Jessie. If Jessie’s age is X, then Joan’s age is x + 5.
Answer: 68.

Table 14: Detail prompt for Cross-Lingual Prompt(CLP) Reason technology for our Experiment.
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Model Name

Generation Parameters

Comments

MAmmoTH-70B

temperature=0.2, max_new_tokens=2048

vllm package

InternLM-Math

temperature=0.2, max_new_tokens=2048

vllm package

MetaMath-70B

temperature=0.2, max_new_tokens=2048

vllm package

DeepSeek-Math-7B

temperature=0.2, max_new_tokens=2048

vlIm package

Llama-2-70B do_sample=True, top_k=0.5, top_p=0.5, max_tokens=512  vllm package

Baichuan-13B temperature=0.2, max_new_tokens=2048 vllm package

Qwen-14B temperature=0.2, max_new_tokens=2048 vllm package

llava-7B-V1.5 temperature=0.2, max_new_tokens=2048 llava package

Yi-VL-34B temperature=0.2, max_new_tokens=2048 Huggingface

LLaVA-NEXT-34B temperature=0.2, max_new_tokens=2048 Huggingface

LLaVA-OneVision temperature=0.2, max_new_tokens=2048 Huggingface

CogAgent-Chat temperature=0.2, max_new_tokens=2048 Huggingface

Qwen2-VL temperature=0.2, max_new_tokens=2048 Huggingface

InternVL2 temperature=0.2, max_new_tokens=2048 Huggingface
InterLM-XComposer2-VL  temperature=0.2, max_new_tokens=2048 Huggingface

CogVLM temperature=0.2, max_new_tokens=2048 Huggingface

GPT-4 temperature=0.2, max_tokens=2048 version="gpt-4-1106-preview"
Gemini temperature=0.2, max_tokens=2048 version="gemini-1.5-Pro-2023-05-15"
Claude temperature=0.2, max_tokens=2048 version="claude-3.5-sonnet-2024-05-24"
GPT-4V temperature=0.2, max_tokens=2048 version="gpt-4-vision-2023-05-15"
GPT-40 temperature=0.2, max_tokens=2048 version="gpt-40-2024-05-14"

Table 15: The hyperparameters for the models used in the evaluation are detailed. When the "comments" section
includes the format model = "", it signifies that the model was loaded from the transformer package. The vLLM
package indicates that models are implemented by the vLLM package, where more details can be found in
https://github.com/v1llm-project/v11lm. For models other than OpenAl’s GPT, custom codes were utilized
for evaluation unless specified otherwise in the comments.
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https://github.com/vllm-project/vllm

Model

Name

Llama-2-70B
Baichuan-13B
Qwen-14B

meta-llama/Llama-2-70b-hf
baichuan-inc/Baichuan2-13B-Chat
Qwen/Qwen-14B-Chat

InternLM-Math
DeepSeek-Math-7B
MetaMath-70B
MAmmoTH2-8x7B

internlm/internlm2-math-20b
deepseek-ai/deepseek-math-7b-instruct
meta-math/MetaMath-70B-V1.0
TIGER-Lab/MAmmoTH2-8x7B

Yi-VL-34B
Qwen2-VL
LLaVA-v1.5
LLaVA-NEXT-8B
LLaVA-OneVision
InternVL2-8B
InterLM-XComposer2-VL

01-ai/Yi-VL-34B
Qwen/Qwen2-VL-7B-Instruct
liuhaotian/llava-v1.5-13b
llava-hf/llama3-llava-next-8b-hf
Imms-lab/llava-onevision-qwen2-7b-ov
OpenGVLab/InternVL2-8B
internlm/internlm-7b

CogVLM THUDM/cogvlm-chat-hf

CogAgent THUDM/cogagent-vqa-hf
Gemini <Gemini 1.5 Pro>
Claude <Claude 3.5 Sonnet>
GPT4o <GPT40-20240201>

Table 16: LLMs used in our experiments and their corresponding names in Huggingface Hub.
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Ehal BT E R ERAIER

Cutting or Translation to Calculate the Area of Other Shapes
g

Number Pairs

HEA
Clock Face Angles

REFEXERIERE
Problem of Finding the Interval Where the Zero Point Lies

ARERPETER

Translation in the Coordinate System

ERERAR

Formula for the Area of a Circle

MR- BERTS

Translation in the Coordinate System - Translation of Shapes

EERitE
Calculation of the Area of a Circle

ESERERITTE

Calculations Related to Cones

FATIRLRASHIE- BB %

Determining Parallelograms - Related to Sides

ERIFIRE- NITIBR

Determining Rhombuses - From Quadrilaterals
ERNERESERAER

Cutting and Translation to Find the Area of Composite Shapes

HRIBT AR L

Describing a Route Based on Directions

RELAEXR

Positional Relationships Between Two Lines

BRI SLINARR

Polynomial Multiplication and Division with Practical Problems

SRR PRIRITR

Symmetry in the Coordinate System
ZEESHIE

Synthetic and Analytical Methods
ELRRE

The Shortest Perpendicular Segment
=ATERATNA

Application of the Triangle Area Formula

—REEEI 3SR

Geometric Transformation of Linear Functions

Top 20 Knowledge Points by Correctness Rate in GPT-40 Model

10 20 30 40 50
Correctness Rate (%)

Figure 16: Top 20 Knowledge Point Correctness of GPT-4o.
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=RERATRA
Application of the Triangle Area Formula

FIEREHESTNRATTE

Understanding and Calculating Directions and Angles

T

Geometric Models

TRRE SRS

Quadratic Functions and Algebraic Synthesis
—IREESTFATIGNR

Linear Functions and Parallelograms

HEA

Clock Face Angles

=RRRER

Stability of Triangles

IELEUBIEREL
Direct Proportion Functions

BEERAN
Formula for the Area of a Circle

20LAEIATNNIRGE

Addition and Subtraction of Numbers Within 20
S¥m|

Complex Plane

=AF-NAfAD%

Angle Bisectors in a Triangle

BEMERtE
Calculation of the Area of a Circle

IR ELR

Midline Theorem and Its Applications

S

Angle of Elevation and Depression

EREEH BRI

Applications of Function Parity

MR IR ER RS

The Shortest Distance Between Two Points
EMFEHE

Defining New Operations

INRTFLAPIRYEL

Understanding Numbers Within 1000
LR AERE

Basic Problems of Line Segments

Top 20 Knowledge Points by Correctness Rate in Gemini Model

10 20 30 40 50 60 70
Correctness Rate (%)

Figure 17: Top 20 Knowledge Point Correctness of Gemini-Pro.
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FSEEATHASERAER

Estimating the Area of Composite Shapes Using Grid Paper
INRTFLARASER

Understanding Numbers Within 1000

TREHSREEE

Quadratic Functions and Algebraic Synthesis
KRERFEXBAYER

Problem of Finding the Interval Where the Zero Point Lies
FHIHE

Characteristics of Numbers

BHERAN

Comparing Integers

IEEEAIEREL

Direct Proportion Functions

BRLB- AR B%RsE

Axiom - The Shortest Distance Between Two Points
FERESESARFITE

Understanding and Calculating Directions and Angles
SRR PINE

Rotation in the Coordinate System

=RFARER

Stability of Triangles

ERSFIRE- NI

Determining Rhombuses - From Quadrilaterals
ERNEBRESERER

Cutting and Translation to Find the Area of Composite Shapes

BRI EEERAER

Cutting or Translation to Calculate the Area of Other Shapes

RIS AR S

Describing a Route Based on Directions
=RERTE

Inscribed Circle of a Triangle

EEA

Method of Squaring the Circle

BRI SSEINERE
Polynomial Multiplication and Division with Practical Problems

R BRI

Slope Changes with Inclination Angle
GRIESHINE

Synthetic and Analytical Methods

Top 20 Knowledge Points by Correctness Rate in Claude 3.5 Model

10 20 30 40 50 60
Correctness Rate (%)

Figure 18: Top 20 Knowledge Point Correctness of Claude-3.5.
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Top 20 Knowledge Points by Correctness Rate in LLaVA-v1.5 Model

EEANLLf) |

Ratio and Proportion

AMRERPRIFR |

Translation in the Coordinate System
EXRINRIEH |

Polynomial Addition and Subtraction
EA=AREFHT LA

Judging Geometric Shapes from Three Views

=R AER |

The Midline Theorem of a Triangle

ES=fR |

Circle and Trigonometric Functions
FPIOSTFREFAIEN |

Definition of Centrally Symmetric Figures
RERSHFRRRED |

Surface Area and Volume Extremum Problems
=ANERLHEL

Counting from Three Views
YTRAMIE X SHR |

Definition and Properties of Vertical Angles
ARRPAFERE- BT |

Translation in the Coordinate System - Translation of Shapes
—IREEE—T—IRITE |

Linear Functions and Linear Equations
IEFSTRIAIE |

Determining a Square

RIS |

Simple Linear Programming

ESERVERITH |

Calculations Related to Cones
BIN=AHE- SRR ESMHEES |

Determining Similar Triangles - Multiple Solutions or Mixed Criteria
BRYNERRMR |

Graphs and Properties of Power Functions
TEHEBATRRIAINES |

Coordinate Operations in a 3D Rectangular Coordinate System
EETE (R, 3H5R) |

Constant Value Problems (Proof, Exploration)

ERBEH S RHAMESHHT

Conceptual Distinction Between Mutually Exclusive and Opposite Events

0 10 20 30 40
Correctness Rate (%)

Figure 19: Top 20 Knowledge Point Correctness of LLaVA-v1.5.
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i

E Question:

| REZHEALRR. ZABEFHNEMEN GERERD 50, DMEBEHML) LH T NE
1 FORMARHRE N EILE, BRSARTRNEIENIEIREN S, [BRIZMZ IR NIEIREN3,
| WTERAERHNZE () .

| AZMEIZEART R

| BZEYRIE LTS

! CRENKENBEEKERTZ

1 D.REMAKENPICIZENRE

!
1
1
4

ZEEES IEREESH
Knowledge: |34/ 312

Analysis:

AARERENTIAE, 5 AR, ZHICIZRENIZ4, BFMICIZENIRS, MZMITIZERNSTH, MAHR,

7B, ZHMBIERIE3, ZHNERIRS, MZMEIENSTURES, WMBHIR, 7ECH, BHRNAENZRA: 25 ZHARK
RAZMA: 24, ~HPHNKENBEKERTZ, MCEH, 7EDF, FHAKENHHESENRE, WOHIR - Huzc

GPT4V:

BE, BNBERBEEERERDNE. ZHWBEFHXIMEESE. <STEP1>

MERTTINEE, FRSIENERESANSMI, MZNEMENEEERBHNRMN., XBHREREMERN LNERMETATE
F4, MZERBREN LAIEIRERNTFE T3, <STEP2>

ARTH, ZEEIZENATR, X2ERMN, EARMICIZENIEREED N4, MNP NS ERABIL3, <STEP3>
B, ZMBIEAMTURES, TEMEHREEFLEL, BAEPREEELRZNEENMYREE S IERIE. <STEP4>
CEI, FHAKENBEKERTZ, ZREHN, BXFRNAERNIBRESREZNRNIBIRMEZ L. <STEPS>

Dit;?, AR NHICIZEEN&RE, TENEFERESH SR, BARTREERREMENNERKE RgmEe1HBAE
Fa4y, <STEP6>

SEFd, ERERSCEM, FHAKENERKERLTZ. <STEP7>

Comment: Visual Perception Error

Misinterpreted the ability levels represented by A and B in the radar chart in <STEP5>.

Figure 21: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.

RlFER (+1E)

Question:

NHE R —RETHIENBINA, ARGz FeTEEECEMNERMNESER EA
1RIE20195F1 5 £2019F 11 A HE B A RSN ER (B +4AE) NEIELH T TENITZE,
RIFZITEE, FIIERERNE () .

A B B B A% B 0

B.AMSERRAMEIAEIA

CHELBRMNPAEAN8E B N AERE

DARESAMA MG ERENT6 A Z1LAKMME/N, TLETF R

J Knowledge: &, BABE L%

Analysis:

AMIERLR, HORMITIETL 2R BPERILIAMN/N, 7TRBESERIL6AMN/\, 08P BRI, WAHER,
B:AMIFLERIAKZA, HBIEH;

CRRSFHEENANMNSEIREKRA: 98, 108, 118, 68, 5B, 87,18, 8ARHFEFENMNE, MHPNEHANTRNE
TR, WCEHR,

D:ARESAMARSFHERBNF6AELLR, KaEE/N, BHILRFIR, HOEH .

GPT4V:

RBLR: HRUSTEE, TUEIENANBSERE. <STEP1>

ARTRE R B ERE AN, EMNERTMEY, FEAMNERKILII—NE D, FTIMARTIEHIR. <STEP2>

BN A B EREAEEIAAEIA, MNEFITNERIBANERKEREMN, FTIUBETIER. <STEP3>

CEIE A S BRAOP UL ASA NN NERS, HTFHEFUANEEE PABNIZEE6NBNEIE eANMEEE mAE8
BRROEEE, FTIACIETUAIR. <STEP4>

DEIMLIA ESAMA B EREN F6AEILAKME/), TULRTR, MEFTNEEIAESAHEIEEAFHEIL6 A ELLR
BIERME/N, PrIADETRNIERE. <STEPS>

ZEPmR, ERMMERERD. <STEP6>

Comment: Visual Perception Error

Misinterpreted the peak quantities represented in the line chart in <STEP3>.

Figure 22: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.
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Question:
y ME, EFEERBIRART, B ABCD AJ38AB:BC = 3:2, 2= A(3,0), B(0,6)5 7x %, y %
E| ¢ k. &tt@]@%ﬁy='—;(X>0)E’9@%é§ﬁ,ﬁ D, B5iBCRTFHE, NS EABTRA?
3 Knowledge: % Lt {3l e £

ADFA = 90°E[{SHHAAOB -~ ADFA, RIFMBM=ATAMRES A, BIALTR, BITSHAF, DFE
KE, #MmTEHADHAR, B AKEOIRHBER ERELIRHERN TR EKE, T5R AR
i, MMAABCDRIER, BBCHINEERIEHADFHBEN, RITIKREMCHALR, B

:
1
1
1
1
1
1
i
! Analysis: 33 SDYEDF L x$iFi5F, FAMNAAIBETGHA0BA = 4FAD, Htr4 AOB =
:
i
| TREBCHERLNBN, RUMABMIL, BARE, DR .

GPT4V: B5E, BB EHTEAEFABCDINENTRASIR. HTSAFISBRMIREM, FA1T IXF AR A M FR# E = CHl R DAYALFR,
<STEP1> B3 FAB: BC = 3:2, RAITINIKABRIKE H3x, BCAYKEH2x, HARARMLIRA(3,0), SBAIAERA(0,6), FrllABRIKE 46,
BCAYKE A4, Frllx =2, <STEP2>

Et, SCHYAAERA4(0,0), FDAYAAERA(3,-4), <STEP3>

ETR, BNEERIIRLEOIEEY = k/x8kE. BTERRZISD, FAMT RS SDABIRARNRE KBk, <STEP4>

RN SDEYMER(3,-4) 1884 = k/3, fESk = —12, FRRURLABIEE Ay = —12/x, <STEPS>

&g, BINEERESEMLIR, AT REEYHE, FRINEHxXSBIRA0, ¥x = (RARILAIFEES, BNEAXERTEN, EARLHE
FEEME R Ax > 0, Bk, BIFEEREIRLAIFRISBCARR S, <STEP6>

mFBChZEYEH E, HARHx =0, E2REAREHEXE x>0, FNENATEER S, XEMNFEE—AFE, EHHEFTEST
RECHI R 2 51ABCE T RE, <STEP7>

BNEHFHFUAE, KWRELFFEEREFIRESHOHRS, MAZE5LBCHRN. A, RMNBEEXRIIRLHIRESHOHR S,
<STEP8>

BCOMTITEAY = x — 4, BWRILHIREY = —12/xRANBE-12/x = x — 4. BEXDMTIEFE" 2 -4x+12=0, Z2—NKTTE, &
T IXFARIR AR RBEE . <STEP9>

Bi8x =2 £ V(4 - 12), IXBAZRNTF0, FUFRZAIHM. KERERLH R SHCDLR LRGSR, <STEP10>
Hit, REDMEHEL, OFFE-LERSER BEARBAENFANREY, SENARTERE. RNBTEESESIEEEABHE

RA BEHE MERY AR, <STEP11>“
Comment: Reason Error
In <STEP2>, the length of AB is not 6; it should be calculated using the Pythagorean theorem. The model didn't correctly invoke theorem knowledge.

|
Figure 23: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.
" | Question: &y = sin(wx +¢), (w > 0,lo| < 3)WBAEGMEFR, Haw=2,¢ =
- 1
1 - 1
/\ om T | Knowledge: B ANE32E B A R M Fsk S41E
1 12 2 !
. > 1
0 g bl T 1 Answer: BB A MBS — S XHRHN ¥ = 2+ E= 1 B gniFbhe = G+
[ 2 L n Sm, _m 3 . 5
, o P Sz =3 WTax(GE-Th =5, Bw =T =4 #y =sin(x +9), B ERBEHIK
LY " T s s
‘ E 5E§Dsin(4xi—4+ (p)=1, X|¢|<E, cp=—3
_______________________ 1
GPT4V:
B, BIMEATNEMER. RBEXRKOMER, RIMECHABRIT. TP
MESRTEE, EREMx = FHE, Blx=J6R, AT —MRENE. Bit, BHTRZ-T=1. <STEP2>
RS BT RAARw 2 BEXRET =7 AEBRNTUREw: w="T= 228, <STEP3>

T

BTk, BRNBEREMMLe . BFERELEY = SR, MivEMsin(OREr = ORI, BB Re =2, <STEP4>
LR, BA18%Iw = 8Fl@ =T, <STEPS>

FINERE: w=8, ¢=Z%, <STEP6>

Comment: Reason Error

The model made an incorrect observation about the period of the function graph in <STEP1>, exhibiting perceptual errors and drawing overcon-
fident conclusions.

Figure 24: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.
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HHBA LB\ Question: MEFFRIZHERRE T B, ZAXEHRIE6EARARLFHENEHIIE (B
B) . WTFIEEEBHE ()
7/0|8 9o A AR A0 RBK T 2 BSR4 R
B. AR A9 HE /N T Z A BB B FE91E,
C RSB MR A 2 A T Z BRI A 2

D.ZBABHEM TS B Eh27 .
Knowledge: {#t. Ffrfh. FHEIRE. FESIVEE BD A
Analysis: RIBFRAIZ. FHE. HE. BOMNESEMANETUHTHT, NBEERSR.

rJ
=)}
—
O

I

GPTaV: Bk, RMNFBENZEMHEFRRE R, ZAKNEDEIE. <STEP1>

FRAREEIE S 7, 16, 20, 22, 23, 31. <STEP2>

ZINHYE D #dE A 8,19, 27, 27, 28, 39. <STEP3>

ETER, RMNAITER. ZEBANPAER. FI9E. tRfEEME75T N8R, <STEP4>

FH BA B4 FR A2 302 (22+23)/2=22.5. <STEP5>\nZ, BA B FR AL 42 (27+27)/2=27. <STEP6>

FABA O SE {8 2 (7+16+20+22+23+31)/6=19.83 ({RBBFAL/NEL) . <STEP7>

Z A8 2 (8+19+27+27+28+39)/6=24.67 ({REBHAL/\EL) . <STEPS>

FAMNTEER EITESMUES FHENZNT, REXRMN, BEMEIENE, &EBRFEFHR, <STEPI>
ZARIARAEZFIE, <STEP10>

FABABYARAE 2 2 sqrt(((7-19.83)72+(16-19.83)A2+(20-19.83)A2+(22-19.83)A2+(23-19.83)12+(31-19.83)12)/6)~8.07. <STEP11>
7 BANBIRRAE 2= 2 sqrt(((8-24.67)72+(19-24.67)72+(27-24.67) A 2+(27-24.67)2+(28-24.67)"2+(39-24.67)A2) /6)=10.13. <STEP12>
AAME7SE U EEE23F1312 (8], o BEREEITE, EMBERFEK, <STEP13>

ZBNWE7SE D NERTE27F28 2 8], STRUBISIEEXITE, BAERBENR. <STEP14>

RABIN LTS, FATINEE: ARTEER, BEARRMRAER225 MZAFRAER27. <STEP15>

BEIEIR, B AFBAAIFIYER19.83, MLBARIFI{ER24.67, <STEP16>

CETIER, BAFANIREERE8.07, MIAMFIREZER10.13, <STEP17>

DitINEAIR, HAZBME7SE N NEEE27F1282 8], FNEAFRI27, <STEP18>

FRIAB A 9B R2CIETN, <STEP19>

Comment: Visual Perception Error

Incorrect scoring data was obtained from the stem-and-leaf plot, making it difficult to interpret the content of the plot.

&
Figure 25: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.
( | QuestionROTSHIEA RS, HHIRSERSEE2000A  HUTEETIE, AINAK
1 20455 M ABEREAUIMEL 7 100N, EIE LRI MEXRMR, REBFIUTERFET M TS5
1 ERL R2, HRIkIER2T M8, XHIE -
i A5 RBRERSE EER2ERAN  EERZEBABSFERE
: 1 [20,25) 5 05
1 2 [2530) 18 x
1
: 3 [30,35) a 09
0202330354045 &8 1 R o=
SES i -
Knowledge: x4, ffil. T IRE. TESIEZE BN
GPTAV:

KigafxmE: Bk, BRNBEERRTN BETESERMASSAETE X—FIMHE X, X MURSIETEIZFR AT BB T IERNARSIZFRE
BAKARILES), XWFa, FAFMEE3-355HFMIERL0.9, RBREEXNERAT, FI0SHARETEER. AFEXNMFERANSASZ
100 AB9—EB4Y, FATT @IS N TH B KR Ma: 1830-355HAZANE b, MFHa/b=0.9, <STEP1>
AT BAZZE100A, 1T UBEHMAMHALKITED, <STEP2>
FNEEMANAETBR: 20-2554H5A, 25-30F5HARH, 35-405HIN, 40-45%54H3 AN, <STEP3>
Frilb=100-(5+k41+9+3), <STEP4>
BAFHRAIAHIE25-30 5 HM AL, RINFESHKEX, <STEP5>
SEFX, BAIMEE25-305HPMEREX, XBHREEXNERAP, Hxx1005HARETLIER. BTEZEEERNALZEL8, HNTRUE
I TRk X %25-305 BB A% hc, WH18/c=x, <STEP6>
AFRNAMECHEFEHE RMNFTEBEIHBANAERITHEC, <STEP7>
FANMEEAMAM AT BIZ: 20-2554H5 A, 30-3554H KM, 35-40% 209N, 40-45% 23 N, <STEP8>
Fridc=100-(5+Kk&1+9+3) . <STEP9>MHFRMAIEBE30-35F B AED, FATTUKcFRRAHCc=100-(5+b+9+3), <STEP10>
MAERMNBEEANFE: a/b=0.9f118/c=x, <STEP11>
AT B X B A T2 K FEaFlx, <STEP12>
BHFHMN&Eb+c=100-(5+9+3)=83, AT U bR~Hb=83-c. <STEP13>
bR Aa/b=0.915%]a=(0.9) (83-c), <STEP14>¥§cAA18/c=x78%|x=18/(83-a), <STEPIS>IERNEHENMEEafMchlHRE, HIITIL
B RXHAN AR K BaFx, <STEP16>fFa=(0.9)(83-c), EATIMNKFazkrHa=74.7-0.9c, <STEP17>HattAx=18/(83-a)75%|
x=18/(83-(74.7-0.9c)), <STEP18>fRix| /7#215%|c=20, FflUx=18/20=0.9, <STEP19>¥§cttA\a=74.7-0.9ci5%|a=74.7-
0.9%20=56, <STEP20> ffllamy{E=56, xHIER0.9.
Comment: Reason Error

\_Misunderstanding of the concept of frequency and sampling. The sum of b and c does not equal 83.

Figure 26: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.
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b*ﬁ y Question:
v AR HDRESHEAFHERABRNLRED, EBAEHBRT, ZHINES0FREA . 4T WMENE

* 1 *
T AR, T{RAHX100PA HRAEBNER, SHEAER. FTLELABR. ERBHR, BHEAFES
et iij'rtfu i+*:f—$* 1B, JHEBEEREHE PNREERAy, BETE, Hb*FRRHAES, "+ RR AR,
wr i TR T # 0<x <06, MAERFAEIRES", # 06<x<08, MAEEZSHBNARS, # 08<x<1,
100f === =*=-=- KA feie WAAEIZS AR, % y <100, MBAREIZSH SRR, BH S ERERL .
R I s (1) MRS 50 AFRBALEI—/, Ki%A S ERERRIERI AR R .

' ! (2) EMFESERERANFLNRESHIE 3 5, A XFRE 3 FRZFHAE, K X535
! — FIEEAE E(X).
1§84 = (3) BELRX 100 frh, B, ZFERER vy BAZRANRIBSEER) .

c
o
>

o

S

Knowledge: B8 RIFEH X B F LI, BHERYI X BHND 5], HABRARRTE (RS RITEURIE)

GPTaV: (1) %, RMNBEMETHERN P SEFERBRANENRAES"HER. RBEVEHR, LNRESRBRABRIFXFEO<x<0.68EEA, T SETRE
Bt P 2ig R E IR/ F100f 5. <STEP1>

BT NEY, BPAPIRCD "R, ACFXHE0 < x < 0.6 &K By F1008 X BEN A S EREB AL RE /"MK E . H—TXHENIHPK.
<STEP2>ig i1 S FE R REBL RAILEX R S iy E i AA .  <STEP3>

B4, MARS0/.HEEHEE—F, i%FﬂJ“’%‘EZﬁEMﬁE’JQ&NﬁEP"E‘Jﬁi?]%» <STEP4>

(2) HFEfE, BNBEHE SERERANILNARSNHE, XEHRIERFIERE06 < x < IMSEERAYH/NF100897, <STEP5>
MERETNEY, FRDH "+ 0, ATFxE00.6 < x < IXK[ENAYHNT1006 R BN S ERER AN LN AR A BB, H— TR,
FOPHHE BRMZAEE. <STEP6>

RN SERERANFELEN AR OHBEHBS, ZHP S FERERANELN AR HEBEACH. <STEP7>

MEFE S EREBANIFLNAR A FE3IS, TRHENTIMER: BHA3FBREZN, BHM2AREZNTNIARERN, BRALAREZNT2AREFH,
RELEH A3 EREFH. <STEP8>

RBAARFRE, BOTNTH L SHERNBEER, FRLBEXNS5]. <STEP>

BEPEE(x) TES S HBIHEE, BERX) = Ix P(x), HFP)RBxIENMEMBEE, <STEP10>

(3) MFE=[A, BRMNFELLRR. ZHNIERSSYSSHATENA/N. NERHER—AREBRERNGIE, i+§’&iﬁ#]dz=%2?=1(yi—?)z

. HeyRyEMFHE, nRE0RMNEE, <STEP11>

MEHRTNEY, BNMZNHyEDBERL. BNTUNREE, BENHyEPTRELZNNEMETETMIH. <STEP12>

RENEER, RMNTUBHER, BINOyENTEEA, <STEP13>

BFEE RS AGNEE, ROTETHAGHERNNZ, ENESRRERT NARBEARGSMREAE. KHERET, BERBESHEGERETITHE.

Comment: Perception Error

GPT4V cannot fully analyze the content in the scatter plot, and cannot calculate the corresponding probability, mathematical
expectation, and variance according to the requirements of the question.

nd c does not equal 83. )

Figure 27: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.

Question:

AEHFEIEAGH=0E, WiZJLEEws
EREFERA () .

A.17m

2 B.68

C.13 7

D.23n

Knowledge: P33 &ML AR, 164 ] AR EL )8

>

GPTAV: KR :

BAMNE=MAE, TNEEXR—MEA=ZALNER, HEEEA=ARNBREERLKNF
H2#13. <STEP1>

ATEAZARMNMARIUTERNER, BRNTUERABREETHFANKE, AR,

d*2 = 2%2 + 32 = 4+ 9 = 13. A, d = V13. <STEP2>

REERr2ERMN—¥, Fllr = d/2 = V13/2. <STEP3>

RMRERARZAN2, FroNARBEIRNERARS = 4n(V13/2)"2 = 4n(13/4) = 13m.
<STEP4>

FiMRAREEAHC. 13 . <STEPS>

Comment: Reason Error
GPT4V incorrectly infers the solid geometry as a triangular prism based on
three views. In fact, the solid geometry is a triangular pyramid.

\ J

Figure 28: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.
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Question:

WE, B—PMEA=AFLKFABO, KEETEE ALIRH,
RA(=8,0), =B(0,6), :0(0,0), CGEOALH, CDLAB, 3f
ECDIFBIZM S, RAEFEAEBL, NZERCDAIKHK? .

Knowledge: Hixf#R, JLE/ac#k

GPTAV: KRS

B, BNBTEXRTSCH%LTR, BTFCEOAL, 0ARXHM—E, FFINCAYAIRE0.
MR CHIXAERAX, <STEP1>

ETR, BMNBERE RDALLIR, HTFCDEETAB, FATTMUERREMES. HELABHY
FEZ(6-0)/(0-(-8))=6/8=3/4, FEit, CDMRNEE-4/3 (EELRFNENFER -
1) ., <STEP2>

EES?,%\DZ{ABJ:, BMNTUARRRAIERRTELAB: y - 6 = (3/4)(x - 0),
<STEP3>

ADAEELCD E, HARTMERFRHY — 0 = (-4/3) (x - x), HAxZACHXLER,
<STEP4>

BT RALERBEEESRBL, SDLFrERSATISBA S, FEll, DAYA4RE((-8+0)/2,
(0+6)/2)=(-4, 3), <STEP5>

MEFATE 7 ADEYAAR, FATS R R CAIXAFR, BDMAIRRANELCDR RS, il
BEI3 = (-4/3) (-4 - x). BXAAE, BHMBEXx = -4 - (3/(-4/3)) = -4 +
3/(4/3) = -4 + 9/4 = -7/4, <STEP6>

Fty, =CH4R2(-7/4, @), <STEP7>

&G, BATTRUTHECDAKE ., B FCHDAYY4rtHRE, CDAIKERRDFMCAIXLIRZ Z/
Y3HE. FTACDRIKER -4 - (-7/4)| = [(-16/4) + (7/4)| = |(-9/4)| =
9/4, <STEP8>

FRIAZERCDA9KERI/4, <STEP9>

Comment: Perception Error

Wrong perception of the slope of CD. The length of CD should be
calculated using the distance formula between two points.

Figure 29: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.

f A Question: )
WNE, fFEBKHANEN=FAFABCH, D,
ES5:218BC, ACHIF =, DF L ABFF,
z JELEEF, NEFACA?
7 Knowledge: 2= AFH9M R
B D C
GPTAV: KRB

B, BTFDMENHIZNBCHACKH =, RIBHLERE, DEMKEEBC
B9—3f, BIDE=BC/2=4/2=2. <STEP1>

#E, AA=AFABCEHN=/AK, FrIMAB=AC=BC=4. <STEP2>

B FDFEEFAB, F#HDEBCHH R, FTIXFRABRIF I,
AF=FB=AB/2=4/2=2. <STEP3>

TEHEA=AMADFH, RIFEADKREE, FHMNBDF 2 = AD2 - AF"2.
<STEP4>

HAFADRHFN=AFABCHE, TTRBSAREEITEBADIKE., £%
B=fAFF, SthaEd4, FrIMAD=BD=CD, HAD"2 = AB"2 -
(AB/2)~2 = 472 - (4/2)"2 = 16 - 4 = 12. <STEP5>

Fitk, DF = V(AD*2 - AF~2) = V(12 - 272) = V(12 - 4) =
V8 = 2V2. <STEP6>

RAERNE T HA=AWDEF, HHDE=2, DF=2V2, FATUERALIBRE
ERIFIEFMKE, <STEP7>

EF~2 = DE”2 + DF"2 = 272 + (2V2)"2 = 4 + 8 = 12.
<STEP8>

Frid, EF = V12 = 2v3. <STEP9>HIlt, EFRKERE2V3.
<STEP10>

Comment: Reason Error

GPT4V misunderstood the role corresponding to point F.
Point F is a vertical foot on AB rather than the
kmidpoin‘c.

Figure 30: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.
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Question:2HIEEU =R, £H5A={x[0<x<2},
B={xlx—x >0}, NEFHEEHIEFOE
aA?

A{x|x < 18x > 2}

B.{x|x <081 <x <2}

C{x|1 < x<2}

D{x|]l1<x < 2}

Knowledge: & MIHEE 53 RRTT%

GPTAV: RIRLE:

HEBEABWAETRX 2 —x >0, TUDBAx(x—1) >0, FFx>15x <0, <STEP1>
EEAZMOE289AX 8], B0 < x < 2, <STEP2>

B AZBIRTHEESATIBRIZRE, BIANB, <STEP3>

RIBESAMBREX, T&EHPREL<x < 2, <STEP4>

FRIBRANERED. {x|1 <x < 2}, <STEP5>

Comment: Reason Error

Wrong understanding of the contents of the shaded part. The inter-
section of sets A and B does not represent the area of the shaded part.

Figure 31: Case from GPT-4V/o. The red ones are marked as generated inference hallucinations.
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