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Abstract

Extensive research has been conducted to ex-
plore the capability of Large Language Mod-
els (LLMs) for table reasoning and has signif-
icantly improved the performance on existing
benchmarks. However, tables and user ques-
tions in real-world applications are more com-
plex and diverse, presenting an unignorable gap
compared to the existing benchmarks. To fill
the gap, we propose a Multi-scale spreadsheet
benchmark with Meta operations for Table rea-
soning, named as MiMoTable. Specifically, Mi-
MoTable incorporates two key features. First,
the tables in MiMoTable are all spreadsheets
used in real-world scenarios, which cover seven
domains and contain different types. Second,
we define a new criterion with six categories of
meta operations for measuring the difficulty
of each question in MiMoTable, simultane-
ously as a new perspective for measuring the
difficulty of the existing benchmarks. Exper-
imental results show that Claude-3.5-Sonnet
achieves the best performance with 77.4% ac-
curacy, indicating that there is still significant
room to improve for LLMs on MiMoTable.
Furthermore, we grade the difficulty of ex-
isting benchmarks according to our new cri-
teria. Experiments have shown that the per-
formance of LLMs decreases as the difficulty
of benchmarks increases, thereby proving the
effectiveness of our proposed new criterion.
All data and code are open-sourced at https:
//github.com/jasonNLP/MiMoTable.

1 Introduction

Tabular data plays a crucial role across diverse do-
mains, including education, finance, and others.
Table reasoning involves deriving meaningful in-
sights and answers from structured tabular data to
address specific user queries (Zhang et al., 2024).
This process significantly improves the efficiency
of information retrieval and interpretation for users.

*Equal contribution.

Table type: single file, multiple sheets, complex header
Table difficulty: hard

An Example of a Spreadsheet:

Question: What is the product code of product 1?
Meta Operations: Lookup
Difficulty: 1
Answer: The product code of product 1 is CP-001.

Question: Highlight the ”Product Name" column in red

Meta Operations: Lookup, Edit

Difficulty: 2 Answer:

Question: Draw a line chart to visualize the 
in bound quantity of different product name.
Meta Operations: Lookup, Visualize

Difficulty: 2.16 Answer:

Figure 1: Examples of MiMoTable benchmark.

To foster a comprehensive understanding of this
field, researchers have proposed and developed nu-
merous table reasoning tasks, such as TableQA,
Table2Text, Table Manipulation, and Advanced
Data Analysis (Lu et al., 2024). Various methods
have been proposed to tackle these tasks, and large
language models (LLMs) have achieved promis-
ing results (Liu et al., 2022; Cheng et al., 2023).
To evaluate performance, several table reasoning
benchmarks have been introduced, including Wik-
iTableQuestions (Pasupat and Liang, 2015), ToTTo
(Parikh et al., 2020), SheetCopilot (Li et al., 2023a),
Text2Analysis (He et al., 2024) and so on.

In the realm of table reasoning, benchmark de-
velopment has not kept pace with the rapid advance-
ments in methodological approaches. While LLMs
have exhibited remarkable performance on existing
benchmarks, recent studies have brought to light
persistent limitations in their capacity for nuanced
table comprehension (Sui et al., 2024). Upon crit-
ical analysis, we have identified shortcomings in
existing benchmarks across two key aspects.

https://github.com/jasonNLP/MiMoTable
https://github.com/jasonNLP/MiMoTable
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First, current benchmarks exhibit significant lim-
itations in their representation of real-world tabular
data complexity. Most tables in these benchmarks
have simple headers (single-row/column) and fail
to cover all four task types comprehensively. How-
ever, real-world tables are diverse and can be di-
vided into three parts: 1) Headers ranging from
single-row/column to complex hierarchical forms.
2) Variable number of sheets in Excel files. 3) Mul-
tiple tables within a single sheet. These complexi-
ties are often overlooked in existing benchmarks,
limiting their ability to accurately assess table rea-
soning capabilities in practical applications.

Second, although current existing benchmarks
are divided according to task granularity, the dif-
ficulty of different benchmark datasets within the
same task can vary. For example, the WikiSQL
(Zhong et al., 2017) dataset is simpler than the un-
restricted WikiTableQuestions dataset because it
limits questions to those that can be answered using
a subset of SQL queries. The current task divisions
cannot reflect this difference in difficulty.

To address the above issues, we propose Mi-
MoTable, a table reasoning benchmark with diverse
spreadsheets and meta operations. Our dataset com-
prises 428 spreadsheets from real-world scenarios,
spanning seven domains: architecture, finance, of-
fice, education, accounting, e-commerce, and man-
ufacturing. Our table data is comprehensive, featur-
ing both simple and complex headers, and varying
in the number of sheets from single to multiple.
Some spreadsheets even contain multiple tables
within a single sheet. We have constructed 1,719
question-answer pairs based on these spreadsheets,
forming (spreadsheet, question, answer) triplets.
Examples of MiMoTable are shown in Figure 1.

Simultaneously, to more deeply reflect the dif-
ferences in dataset problems, we propose a new
criterion for categorizing problems based on meta
operations. There are six types of meta operations:
Lookup, Edit, Compare, Calculate, Visualize, and
Reasoning. Each type of meta operation corre-
sponds to a difficulty score. With the new crite-
rion, we can associate each problem with one or
more meta operations, thereby assigning a diffi-
culty score to each problem. In this way, different
benchmarks can be graded into different difficulty
scores, facilitating better analysis and comparison.

Our main contributions are as follows:

• We propose a new benchmark comprising 428
multi-scale spreadsheets in both Chinese and

Simple Header Complex Header

Single Sheet simple table medium table

Multiple Sheets medium table hard table

Multiple Files medium table hard table

Multiple Tables hard table hard table

Table 1: Categories of table difficulty.

English, featuring simple and complex head-
ers, single and multiple sheets, single and mul-
tiple files, and multiple tables within a single
sheet. Based on these characteristics, we clas-
sify the tables into three difficulty levels: sim-
ple, medium, and hard. We construct 1,719
(spreadsheet, question, answer) triplets cover-
ing a wide range of tasks.

• We introduce a novel criterion for categoriz-
ing table reasoning problems using meta oper-
ations, each assigned a difficulty score. These
non-overlapping meta operations can be com-
bined to represent existing tasks, allowing for
a more precise evaluation of a model’s capa-
bilities in table-related tasks.

• We conducted extensive experiments, demon-
strating that the proposed benchmark is chal-
lenging for existing LLMs and proving the
effectiveness of the proposed meta operations.

2 MiMoTable Benchmark

In this section, we introduce how to prepare our
new MiMoTable benchmark and ensure its quality.

2.1 Types and Difficulty of Tables
Most existing table reasoning benchmarks utilize
single tables with simple headers, contrasting with
the diverse tables encountered in real-world sce-
narios, particularly in spreadsheets like Excel files.
After analyzing real-world spreadsheets, we cate-
gorize them along four dimensions: header types,
the number of sheets per file, the number of tables
per sheet, and the file count.

As shown in Figure 2, header types can be di-
vided into simple headers and complex headers.
A simple header refers to a single-row or single-
column header, while all others are considered com-
plex headers. For example, hierarchical headers are
classified as complex headers. Understanding com-
plex headers is more challenging than understand-
ing simple ones, and multiple sheets generally con-
tain more information than a single sheet. There-
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Simple Table Header

Single Sheet

Complex Header

Multiple Sheets Multiple Files

File1 File2 File3

Multiple Tables

Figure 2: Illustrations of different table types, including simple header, complex header, single sheet, multiple
sheets, multiple files, and multiple tables in one sheet.

Meta Operations Description Grade Examples

Lookup Locate the position of specific target 1 What is the product code of product 1?

Edit Modify, delete or add in a table 1 Highlight the “Product Name" column in red

Calculate The numerical computation, sum, avg, max, etc 2 How many students are in the table?

Compare Compare two or more targets in a table 2 Who has the highest score?

Visualize Show in chart 2 Draw a chart to show the distribution of scores.

Reasoning Inferring information from the table
content that is not explicitly included 3 Analyze the relationship between

the loan term, monthly interest, and interest.

Table 2: The description and grade of meta operations.

TableQA Table2TextTable
Manipulation

Advanced 
Data Analysis

Lookup Edit Compare Calculate Visualize Reasoning

Grade 1 Grade 2 Grade 3

Existed 
tasks

Meta
Operations

Figure 3: The relationships between tasks in the existing
benchmarks and our proposed meta operations.

fore, based on the aforementioned dimensions, we
classify spreadsheets into three difficulty levels:
simple, medium, and hard. The specific classifica-
tion rules are illustrated in Table 1.

2.2 Meta Operations

Current table reasoning benchmarks are classified
by tasks, mainly including TableQA, Table2Text,
Table Manipulation, and Advanced Data Analysis.
This task-based categorization evaluates model per-
formance across different tasks but fails to measure
differences between benchmarks within the same
task or compare benchmarks from different tasks
along the same dimension.

To enhance the analysis of table reasoning bench-
marks, we propose a novel criterion categorizing
questions by meta operations: Lookup, Edit, Cal-
culate, Compare, Visualize, and Reasoning. Table
2 defines each operation. These operations reflect
specific LLM capabilities in handling table-related
problems, with questions potentially involving mul-
tiple operations. For instance, "How many students
are in the table" requires both Lookup (locating
student names) and Calculate (counting them) op-
erations.

The combination of six meta operations can en-
compass tasks in current table benchmarks. Figure
3 shows the mapping relationship between existing
tasks and meta operations. For instance, TableQA
questions may involve combinations of Lookup,
Compare, and Calculate operations.

Additionally, to assess problem complexity, we
categorize the six meta operations into three diffi-
culty grades (1, 2, 3) based on common criteria, as
shown in Table 2. Lookup and Edit, involving sim-
ple content location or modification, are grade 1.
Compare, Calculate, and Visualize, which require
logical operations, are grade 2. Reasoning, neces-
sitating inference beyond explicit table content, is
the most complex at grade 3.

With the difficulty score of meta operations, we
can calculate the difficulty score of each question
and the entire dataset. First, let’s assume there are
N questions in the dataset. The i-th problem qi can
be associated with Ki meta operations. Suppose
the k-th meta operation is denoted as opk, then the
sequence of meta operations for the i-th questions
can be represented as:

OPqi = [op1, op2, ..., opKi ] (1)

The difficulty sequence corresponding to the meta
operations can be represented as:

Sqi = [s1, s2, ..., sKi ], sk ∈ 1, 2, 3 (2)

where sKi indicates the difficulty score correspond-
ing to meta operations opk.

To ensure that questions involving more difficult
meta operations are assigned a higher difficulty
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Table Content

<file_name>Exam.xlsx</file_name>
<sheet_name>Sheet</sheet_name>
<sheet_content>Student ID | Student Name   |   
Unit 1 |   Rank |   Unit 2 ... (content in markdown) 
</sheet_content>

Speadsheet
Exam.xlsx

Prompt
According to below table content, give me five 
questions using one or more meta operations. The 
questions should be diverse, different questions should 
contain different combinations of meta operations. ......

<file_name>Exam.xlsx</file_name>
<sheet_name>Sheet</sheet_name>
<sheet_content>xxx</sheet_content>

Meta Operations:
Lookup: Locate the position of specific target 
...

Meta Operations

Reasoning

Compare

Visualize

Edit

Calculate

LookupExtract 

Table 
content 

Build question 
generation prompt

Questions

Question1: What is the student id of student 1?
Related meta operations: Lookup
Question2: xxx
Related meta operations: xxx
......

Generate questions 
with meta operations

Checked Questions

Question1: What is the student id of student 1?
Related meta operations: Lookup
......

1、Check with GPT4o
2、Double check with human

GPT-4o

GPT-4o with code interpreter plugins.

Answers
Answer1: The student id of student 1 is 5123001.
Answer2: The student id of student 1 is 5123002. 
Answer3: The student id of student 1 is 5123001. 

Inference multi times to get multi answer

Checked Answers

Answer: The student id of student 1 is 5123001.

1、Code debug
2、Vote between multi answers.
3、Double check with human.

Figure 4: The data construction pipeline of MiMoTable benchmark.

score, we define the difficulty score of a question
qi as follows:

qsi = msqi + (

Ki∑
1

si −msqi)/Mmsqi
(3)

msqi = max(Sqi) (4)

The term Mmsqi
refers to the maximum value

that
Ki∑
1
si −msqi can be achieved under the condi-

tion where the meta operations of the question have
the highest level of difficulty msqi . Every meta op-
eration can only appear once in each question. So
when the msqi = 3, which means the correspond-
ing meta operation is Reasoning, the most complex
combination of the rest of the meta operations is
Compare, Calculate, Visualize, Lookup, and Edit.
The difficulty score sum of those meta operations
is 2 + 2 + 2 + 1 + 1 = 8. So M3=8. And in the
same manner, we can get all the values of Mmsqi
as follows,

Mmsqi
=


1 msqi = 1

6 msqi = 2

8 msqi = 3

(5)

So the range of qsi is [1, 4]. With the difficulty
score qsi of a single question qi, we define the diffi-
culty score of the entire dataset, ds, as the average
of the difficulty scores of all questions:

ds =

∑N
1 qsi
N

(6)

2.3 Dataset Construction

We introduce how the dataset is constructed from
three aspects: table collection, question generation,
and answer generation. Figure 4 illustrates the
whole construction process.

Table Collection. Since Excel files are the most
popular spreadsheet in real-world scenarios, we
choose .xlsx as the file format to be collected. The
spreadsheets of our dataset are collected from pub-
licly available sources on the internet. The Chinese
tables primarily come from Baidu Wenku, while
the English tables are mainly sourced from Google
searches. These spreadsheets cover seven common
domains: architecture, finance, office, education,
accounting, e-commerce, and manufacturing. To
ensure that the types of spreadsheets encompass
as many real-world scenarios as possible, accord-
ing to the classifications of table type mentioned
before, we collected spreadsheets with both sim-
ple and complex headers, as well as those with
single and multiple sheets. Even within a single
sheet, our data may contain multiple tables. Ad-
ditionally, we randomly sampled some individual
spreadsheet files and combined them into groups
of 2-5 files, and the subsequent questions and an-
swers are generated with those multiple files as
input. To maintain the quality of the collected
spreadsheets, we manually checked the content,
removing files with significant noise, garbled text,
or non-tabular formats. Furthermore, we reviewed
each spreadsheet to anonymize any potential pri-
vate information. Specifically: (1) personal names,
contact information, addresses, etc., are masked
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Benchmarks
Table Types Tasks

Header Type Sheet Num File Num Table Num TableQA Table2Text Table Manipulation Advanced Data Analysis

WikiTableQuestion simple single single single ✓

WikiSQL simple single single single ✓

FetaQA simple single single single ✓

HiTAB complex single single single ✓ ✓

ToTTo simple single single single ✓

DAEval simple single single single ✓

WikiTableEdit simple single single single ✓

Text2Analysis simple single single single ✓ ✓ ✓

MiMoTable(ours) simple & complex single & multiple single & multiple single & multiple ✓ ✓ ✓ ✓

Table 3: Comparison in table types and tasks between existing benchmarks and MiMoTable

and randomly regenerated by GPT, while headers
are retained due to their importance and generality;
(2) we double-checked the final spreadsheets with
legal professionals.

Ultimately, we obtained 428 high-quality spread-
sheets containing both Chinese and English lan-
guages and various types. As shown in Table 3,
compared to the current benchmarks, our collected
spreadsheets far exceed in diversity of types, better
reflecting various real-world scenarios.
Question Generation. As shown in Figure 4,
we use GPT-4o to generate relevant questions and
double-check with models and humans. First, we
extract the table content from a spreadsheet in
markdown format. Then, according to the extracted
table content and our meta operations, GPT-4o is
prompted to generate related questions. We in-
structed the model to generate multiple questions at
once for each spreadsheet. To ensure the diversity
of questions, the multiple questions should con-
tain different combinations of meta operations. For
multi-sheet or multi-file spreadsheets, we prompt
the model to generate questions requiring cross-
sheet or cross-file analysis. To ensure prompt ef-
fectiveness, we initially generate 50 samples, con-
duct a human evaluation to identify issues, and
iteratively refine the prompt until most generated
questions meet our criteria.

After generating initial questions with GPT-4o,
we prompt it to verify if they meet requirements:
relevance to table content and correct meta oper-
ations. We then manually review and filter out
unsuitable questions, yielding 1,719 high-quality,
comprehensive questions.

We classify the questions by existing tasks, cov-
ering TableQA, Table2Text, Table Manipulation,
and Advanced Data Analysis. As Table 3 shows,
our dataset exceeds all current table benchmarks in
task comprehensiveness.
Answer Generation. After we collected the tables

Architecture
23%

Finance
10%

Office
15%Education

16%

Accounting
9%

E-commerce
11%

Manufacturing
16%

Figure 5: Domain distribution of all spreadsheets.

and generated the related questions based on meta
operations, the final step is to obtain the correspond-
ing answers. Since some questions are related to
editing on the origin spreadsheet or drawing charts,
we leverage GPT-4o with the code interpreter plu-
gin to get initial answers. The spreadsheet files
can be directly used as inputs, and the model can
generate Python code to run in a code interpreter
to generate the modified files or visual charts.

As shown in Figure 4, we ensure GPT-4o answer
quality by first debugging its code. If the code
cannot be executed without errors, the answer is
considered incorrect. Second, We perform multiple
inferences on each question-table pair, selecting
the most frequent answer as a candidate. If all
answers are different, the sample is viewed as in-
valid due to the inconsistency. Last, we have table
analysis experts manually annotate the candidate
answers, retaining the correct ones and correcting
the wrong ones. We invited 10 experts with data
analysis experience to annotate the dataset. Among
them, native Chinese and English speakers each
accounted for half of the group. Each answer is
annotated twice, and Cohen’s Kappa is 0.83, which
indicates a high inter-annotator agreement. The
answers of our dataset not only contain text but
also contain Excel files and charts.
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2.4 Dataset Statistic

Our MiMoTable benchmark consists of 1,719
(spreadsheet, question, answer) triplets originating
from 428 different spreadsheets. In this subsection,
we provide statistics from different dimensions to
provide a more comprehensive understanding of
our dataset.
Domains of Spreadsheets. As illustrated in Figure
5, our spreadsheets encompass seven domains in
real-world applications.
Type and Difficulty of Tables. From Table 4, we
can see that the table type of the collected spread-
sheet is diverse, covering both simple, medium,
and hard difficulty.

Difficulty Ratio Table Type Num

Simple 33.6% single file + single sheet + simple header 144

Medium 32.5%

single file + multiple sheets + simple header 30

multiple files + simple header 37

single file + single sheet + complicate header 72

Hard 33.9%

single file + multiple sheets + complicate header 63

multiple files + complicate header 32

multiple tables 50

Table 4: Distribution of table difficulty.

Meta Operations of Questions. Figure 6 shows
the number of six meta operations in our bench-
mark questions. As the most basic operation of
a table, Lookup is the most frequently occurring
meta operation. More difficult meta operations
such as Calculate and Reasoning also account for a
relatively large proportion of our dataset, indicating
that the questions of MiMoTable are diverse and
comprehensive.

1609

78

926

613

104
258

0
200
400
600
800
1000
1200
1400
1600
1800

Lookup Edit Calculate Compare Visualize Reasoning

Figure 6: Distribution of meta operations.

Difficulty of Questions. To investigate the diffi-
culty of questions, we calculate the difficulty score
of each question according to the Equation 3. The
score is in the range of [1, 4], so we divided the
distribution of scores into three intervals, [1, 2),
[2, 3) and [3, 4]. The specific values of question
number and ratio are in Table 5.

Question Difficulty Num Ratio
[1, 2) 311 18.1%
[2, 3) 1150 66.9%
[3, 4] 258 15.0%

Table 5: Distribution of question difficulty.

3 Experiments and Results

Our experiments have two main goals: (1) to eval-
uate representative LLMs’ performance on our
dataset; and (2) to prove the effectiveness of pro-
posed meta operations. This section presents the
relevant experiments and findings.

3.1 Experimental Setup

Models. We conducted experiments on 16 selected
LLMs, comprising open-source LLMs, closed-
source LLMs, and tabular LLMs. The open-source
LLMs we evaluated include Llama3.11, Llama3
(Dubey et al., 2024), Qwen2 (Yang et al., 2024),
Qwen1.5 (Bai et al., 2023), Mistral (Jiang et al.,
2023), DeepseekCoder (Guo et al., 2024), and
Gemma (Mesnard et al., 2024). The closed-source
LLMs are GPT-4o (OpenAI, 2023), Claude-3.5-
Sonnet2, and Gemini-1.5-Pro (Reid et al., 2024).
We also evaluated Tablellama (Zhang et al., 2023),
a tabular model fine-tuned specifically for various
table tasks. However, most tabular models, such
as Binder (Cheng et al., 2023), require inputs to be
tables with known headers, which is not suitable
for our benchmark.
Datasets. To demonstrate the generality and ef-
fectiveness of our meta operation, we conducted
experiments on the newly proposed benchmark as
well as two existing open-source benchmarks: Wik-
iTableQuestion and WikiSQL. These widely-used
TableQA benchmarks feature tables sourced from
Wikipedia with simple headers.
Metrics. We used accuracy as the evaluation met-
ric. Except for Tablellama, the predicted answers of
other models in our experiments are all free-formed.
We prompted GPT-4o to judge the correctness of
the predicted answer based on the question and
human-verified reference answer. Because a small
portion of questions in MiMoTable are open-ended,
we also instructed GPT-4o to give a score between
0-1 when it judges the question is open-ended.
Implementation Details. For all LLMs except
Tablellama, we input table contents in markdown
format. For GPT-4o, we also tested another popular

1https://ai.meta.com/blog/meta-llama-3-1/
2https://www.anthropic.com/news/claude-3-5-sonnet
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Model Overall
Language Table Difficulty Question Difficulty Meta Operations

English Chinese Simple Medium Hard [1, 2) [2, 3) [3, 4] Lookup Compare Calculate Reasoning

Claude-3.5-Sonnet 77.4% 79.0% 76.2% 81.3% 75.5% 72.1% 89.0% 77.1% 63.3% 89.0% 79.7% 76.1% 63.3%

GPT-4o-CI 69.2% 70.8% 68.1% 81.7% 67.1% 50.8% 81.0% 71.1% 45.8% 81.0% 73.1% 70.6% 45.8%

GPT-4o-TXT 69.0% 69.3% 68.8% 73.8% 66.2% 62.1% 85.1% 67.6% 53.9% 85.1% 73.1% 64.5% 53.9%

Gemini-1.5-Pro 60.2% 61.6% 59.1% 64.9% 57.4% 55.3% 86.1% 55.0% 47.6% 86.1% 60.3% 50.2% 47.6%

Llama-3.1-70B-Instruct 57.0% 56.6% 57.3% 64.0% 51.6% 51.3% 82.0% 52.1% 45.1% 82.0% 57.7% 48.8% 45.1%

Qwen2-72B-Instruct 55.7% 51.5% 58.8% 61.4% 52.6% 49.2% 80.4% 50.1% 46.9% 80.4% 56.3% 45.5% 46.9%

Llama-3-70B-Instruct 53.7% 52.3% 54.8% 60.1% 48.6% 48.5% 78.9% 47.8% 46.1% 78.9% 51.5% 44.4% 46.1%

Qwen1.5-72B-Chat 47.5% 46.1% 48.5% 51.6% 45.1% 43.2% 75.2% 41.2% 37.5% 75.2% 42.7% 40.1% 37.5%

Llama-3.1-8B-Instruct 44.1% 44.0% 44.2% 49.0% 43.3% 36.4% 70.0% 38.3% 34.9% 70.0% 41.0% 35.6% 34.9%

Qwen2-7B-Instruct 41.6% 40.5% 42.4% 45.6% 40.7% 35.5% 70.9% 34.1% 35.1% 70.9% 35.8% 32.4% 35.1%

Qwen1.5-14B-Chat 40.2% 38.6% 41.3% 44.1% 38.4% 35.3% 73.8% 32.4% 28.9% 73.8% 32.2% 30.9% 28.9%

Llama-3-8B-Instruct 39.9% 39.8% 40.0% 45.0% 37.0% 34.4% 68.4% 34.0% 27.5% 68.4% 36.1% 31.6% 27.5%

Mistral-7B-Instruct-v0.3 35.2% 35.2% 35.1% 40.5% 31.6% 30.1% 71.7% 25.8% 27.2% 71.7% 25.0% 23.4% 27.2%

Qwen1.5-7B-Chat 34.4% 33.6% 35.0% 40.1% 29.9% 29.7% 69.3% 25.1% 28.3% 69.3% 24.8% 22.9% 28.3%

Deepseek-Coder-7B-Instruct-v1.5 34.1% 33.9% 34.2% 38.4% 33.0% 27.6% 68.4% 25.1% 26.5% 68.4% 22.7% 24.2% 26.5%

Gemma-7B-Instruct 23.3% 20.6% 25.3% 28.7% 18.2% 19.9% 48.2% 15.7% 22.9% 48.2% 13.5% 14.9% 22.9%

Tablellama 21.1% 23.9% 19.1% 25.4% 20.0% 14.9% 45.4% 16.3% 9.9% 45.4% 15.5% 14.4% 9.9%

Table 6: Performance of LLMs on MiMoTable. GPT-4o-CI refers to the GPT-4o model with a code interpreter
plugin.

Figure 7: The performance of LLMs on MiMoTable respecting to different Meta Operations, Domains and Table
Types.

approach in table reasoning, which is denoted as
GPT-4o-CI in Table 6. This method uploads spread-
sheets and generates Python code, executed via a
code interpreter plugin, with results fed back for
analysis. The format of MiMoTable and WikiTable-
Question is spreadsheet files, which can be directly
as part of inputs to GPT-4o-CI. For WikiSQL, we
first saved the non-file table content as Excel files
and fed them to GPT-4o-CI. For Tablellama, we
followed the prompt format specified in the origi-
nal paper. For the existing benchmarks, we used
GPT-4o to divide the questions according to the
meta operations and then calculated the difficulty
scores of the datasets based on Equation 6. We use
the official default parameters for all models. More
details can be found in the supplementary material.

3.2 Results and Analysis
Overall Performance. As shown in Table 6, we
evaluate our proposed benchmark dataset using dif-
ferent LLMs. Because most experimental LLMs
can not generate edited files and charts, we only in-
fer the questions without meta operations Edit and
Visualize for a fair comparison with GPT-4o-CI.
As we can see, the best-performing model, Claude-
3.5-Sonnet, achieved an overall performance of
only 77.4% on our benchmark, highlighting that
MiMoTable poses significant challenges for current
LLMs. This underscores the need for further ex-
ploration to improve model performance on more
realistic table data.
Analysis of different approaches. There are
mainly two approaches to solving table reasoning
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Figure 8: Performance on different data types.

problems of spreadsheets. One approach is to repre-
sent the spreadsheet content in text form and input
it into the model to directly generate answers. The
other is directly using the spreadsheet as input to
write code, run in a sandbox, and conclude to solve
the problem in a ReAct (Yao et al., 2023) way. As
shown in Figure 8, we compare the performance
of those two methods based on the GPT-4o model,
where GPT-4o-TXT is the first text form approach
and GPT-4o-CI is the second code-based approach.
The GPT-4o-CI performs better than GPT-4o-TXT
in Calculate and Compare when the table difficulty
is simple and medium, while GPT-4o-TXT per-
forms better in hard tables and in meta operations
of Lookup and Reasoning. This reveals that the
code-based approach has advantages in calculating
only when the tables are not so hard, as hard ta-
bles can cause the model to be unable to write the
correct code to locate the required data. The text-
based approach is good at Lookup and Reasoning
because the model can see the entire content of the
table as long as the context window size is enough.
The first radar chart in Figure 7 shows the results
of more LLMs respecting to the different combina-
tions of table difficulty and meta operations.
Capability of LLMs for table reasoning. Ac-
cording to the results of table difficulty in Table
6 and table types in Figure 7, most LLMs have
struggled in medium and hard tables. We attribute
the reasons to two factors, hierarchical header and
multiple similar tables. As illustrated in Figure 9,
although the hierarchical relations between table
cells appear very clear in the original spreadsheets,
they become much less intuitive when converted
into text, which poses challenges for the LLMs to
understand. Additionally, the tables in the spread-
sheets with multiple sheets are usually very similar.
LLMs need to comprehensively consider multiple

similar tables to answer questions. In conclusion,
the ability to understand complex table structures
and multiple similar tables in table reasoning needs
to be improved for current LLMs. We also ob-
serve differences in the performance of different
models across languages. For example, Claude-
3.5-Sonnet performs better in English than in Chi-
nese, while Qwen2-72B-Instruct is the opposite.
We believe this is due to the varying proportions of
different languages used during the pretraining and
SFT stages for each model.

Effectiveness of Meta Operations. Although Wik-
iTableQuestion and WikiSQL are both datasets for
TableQA tasks with tables that have simple headers,
we found that the performance of the same LLMs
on these two datasets varies significantly. For ex-
ample, Llama3-70B achieves 82.0% accuracy on
WikiSQL but only 66.7% accuracy on WikiTable-
Question. No objective metric exists to explain this
discrepancy. By scoring the datasets according to
our meta operations, we found that WikiTableQues-
tion is significantly more difficult than WikiSQL:
the difficulty of WikiSQL is 1.5, while the diffi-
culty of WikiTableQuestion is 2.0. The questions
involving simple tables in MiMoTable, denoted as
MiMoTable-Simple, have a difficulty of 2.2. We
evaluated the performance of different LLMs on
these three datasets—WikiSQL, WikiTableQues-
tion, and MiMoTable-Simple—and the results are
shown in Figure 10. The x-axis represents the diffi-
culty of the benchmarks graded by meta operations,
and the y-axis shows the accuracy of the LLMs on
these benchmarks. We found that as the difficulty
score of the dataset increases, the model perfor-
mance declines. This indicates that our proposed
meta operations and difficulty scores are both gener-
alizable and effective across different benchmarks.
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to markdown

Product Sales Analysis Table||||||||||||
:--|:--|:--|:--|:--|:--|:--|:--|:--|:--|:--|:--|
Category|Product1||||Product2||||Product3||||
|Weight|StandardPieces|Pieces|Proportion|Weight|StandardPieces|Pieces|Proportion|Weight|StandardPieces|Pieces|
Proportion|
NecklaceSet|Below8g|32|1|0.03125|Below3g|88|3|0.0340909090909091|Below3g|232|4|0.0172413793103448|
|8-12g|||0|3-5g||12|0.136363636363636|3-5g|||0|
|12-15g|||0|Above5g|||0|Above5g|||0|
|Above15g|||0||||0||||0|
|Pendant|Below8g|314|12|0.0382165605095541|Below3g|219|15|0.0684931506849315|Below3g|960||0|
|8-12g||3|0.00955414012738853|3-5g|||0|3-5g|||0|
|12-15g||3|0.00955414012738853|Above5g|||0|Above5g|||0|
|15-20g|||0||||0||||0|
|Above20g||1|0.00318471337579618||||0||||0|

Figure 9: A spreadsheet to text with the markdown format.
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Figure 10: The relations between performance and the
difficulty of benchmarks. The x-axis is the difficulty of
benchmarks graded by meta operations. The y-axis is
the accuracy of tested LLMs.

4 Related Work

The main tasks for table reasoning include four
categories: TableQA, Table2Text, Table Manip-
ulation, and Advanced Data Analysis (Lu et al.,
2024). Researchers have proposed various table
benchmarks for these tasks. TableQA is the most
popular task, including benchmarks like WikiTable-
Questions (Pasupat and Liang, 2015), WikiSQL
(Zhong et al., 2017), FeTaQA (Nan et al., 2022),
HybridQA (Chen et al., 2020), TATQA (Zhu et al.,
2021), NQ-TABLES (Kwiatkowski et al., 2019),
HybriDialogue (Nakamura et al., 2022), BIRD (Li
et al., 2023b), Spider (Yu et al., 2018). The primary
benchmark for Table2Text is ToTTo (Parikh et al.,
2020). A high-quality Table Manipulation bench-
mark called WikiTableEdit is introduced in (Li
et al., 2024). SPREADSHEETBENCH (Ma et al.,
2024) is a challenging spreadsheet manipulation
benchmark. For the Advanced Data Analysis task,
the benchmarks DAEval (Hu et al., 2024) and DS-
1000 (Lai et al., 2023) are proposed. Text2Analysis
(He et al., 2024) is a recently introduced benchmark
that includes both TableQA and Advanced Data
Analysis tasks. Most existing table benchmarks
feature simple table headers, but HiTab (Cheng
et al., 2022) is a TableQA and Table2Text dataset
based on hierarchical headers. AIT-QA (Katsis
et al., 2022) is a dataset for TableQA with hierar-
chical headers specific to the airline industry.

Unlike the existing benchmarks, we propose a
new benchmark, MiMoTable, the first benchmark
with multi-scale spreadsheets that simultaneously
covers four tasks: TableQA, Table2Text, Table Ma-
nipulation, and Advanced Data Analysis.

5 Conclusion

We propose a multi-scale spreadsheet benchmark
with four tasks: TableQA, Table2Text, Table Ma-
nipulation, and Advanced Data Analysis, named
MiMoTable. Experiments have shown that existing
LLMs perform poorly on this benchmark, indicat-
ing that there is still significant room to improve
in more realistic scenarios. For table reasoning,
we also propose a new criterion for categorizing
problems based on meta operations. Compared to
task-based categorization, this criterion allows for
a deeper and more accurate analysis of problems in
table datasets. Our experiments demonstrate that
the meta operations are general and effective.

6 Limitations

When validating the effectiveness of meta opera-
tions, we do not perform Supervised Fine-Tuning
(SFT) on the models. Future work could examine
the role and effect of each type of operation through
SFT. Meanwhile, we used the same prompt for
evaluating all models except Tablellama, without
optimizing or adapting prompts for different mod-
els. Regarding hyperparameters for different mod-
els, we used the officially recommended default
parameters and do not adjust different hyperparam-
eters for different models. Additionally, inspired by
work in other fields (Song et al., 2024a,b), develop-
ing long-context table reasoning benchmarks and
studying in-context learning for table reasoning are
valuable directions for further exploration.
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A Appendix

A.1 Data Statistic of The Language
Table 7 shows the data statistics of the proposed
benchmark under different languages, including
table number, question number, and the average of
question difficulty.

Table Number Question Number Question Difficulty
Overall 428 1719 2.2
English 182 671 2.2
Chinese 246 1048 2.2

Table 7: Data Statistics of Different Languages

A.2 Used Prompts
Table 8, Table 9, and Table 10 show the designed
prompts for meta operations classification, model
inference, and performance evaluation in this paper.

You are a spreadsheet question classification expert.
Given a user’s question about an Excel spreadsheet,
classify the question according to the requirements and
output it in the specified format.

<Requirements>
The following operation classification already exists,
presented in the format of operation name: operation
description. If the user’s question can be classified as
some of the operations, output the operation names. One
question can be classified into multiple operations.
Lookup: Locate the position of the specific target.
Edit: Modify, delete, or add to a table.
Calculate: The numerical computation, sum, avg, max,
etc.
Compare: Compare two or more targets in a table.
Visualize: Show in chart. Reasoning: Inferring informa-
tion from the table content that is not explicitly included.
</Requirements>
<Output Format>
operation name 1, operation name 2, ...
</Output Format>

<Question>
what country hosted the most tournaments?
</Question>
Lookup, Calculate, Compare

<Question>
QUESTION TO BE CLASSIFIED
</Question>

Table 8: Prompt for Meta Operation Classification

Below is the table content in markdown, please answer
the question according to the table content.

<Table>
<Table Name>
SPREADSHEET FILE NAME
</Table Name>
<Table Content>
<Sheet>
<Sheet Name>
SHEET NAME
</Sheet Name>
<Sheet Content>
SHEET CONTENT IN MARKDOWN
</Sheet Content>
</Sheet>
</Table Content>
</Table>

<Question>
THE QUESTION TO BE ASKED
</Question>

Table 9: Prompt for Model Inference

For the following questions, given the correct answer,
determine whether the candidate’s answer is correct.
If it is correct, output "Correct"; if it is incorrect, out-
put "Incorrect"; if it is uncertain whether it is correct,
output "Uncertain". As long as the candidate’s answer
contains the key information that can correctly answer
the question, it is considered correct. If the question is
open-ended, give a score between 0-1 according to the
correct answer. Do not output any other content.

<Question>
THE QUESTION
</Question>
<Correct Answer>
THE CORRECT ANSWER
</Correct Answer>
<Candidate answer>
THE CANDIDATE ANSWER
</Candidate answer>

Table 10: Prompt for Performance Evaluation
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