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Abstract

Despite the remarkable reasoning capabilities
demonstrated by large language models (LLM),
the substantial computational overhead limits
their practices. Some efforts have been di-
rected toward distilling multi-step reasoning
capabilities into smaller models through chain-
of-thought (CoT). While CoT facilitates multi-
step reasoning, the dependencies between rea-
soning steps are not always clearly discernible,
which may lead to inconsistent reasoning. In
this paper, we introduce fine-grained attribu-
tion reasoning distillation (FARD), which in-
corporates grounded citations to consolidate the
relationships between reasoning steps. Specif-
ically, FARD distills attribution reasoning ra-
tionales from LLMs to substitute CoT reason-
ings, which clarifies the dependencies among
reasoning steps. Besides, we regularize the
model’s attention pattern by leveraging the
causal dependencies between reasoning steps,
thereby enhancing the consistency of reasoning.
Grounded attribution reasoning also enhances
interpretability and verifiability, thereby facil-
itating faithful reasoning. We evaluate FARD
on mathematical and general reasoning bench-
marks. The experimental results indicate that
FARD outperforms CoT distillation methods
in mathematical reasoning, demonstrating its
effectiveness. Furthermore, the small models
trained with FARD have shown outstanding
performance in out-of-distribution reasoning,
proving strong generalization capabilities.1

1 Introduction

Recent advancements have witnessed large lan-
guage models (LLMs) achieving significant mile-
stones across various domains of natural language
processing. A noteworthy point is the application
of chain-of-thought prompting (Wei et al., 2022a),
which facilitates LLMs to conduct step-by-step rea-
soning before providing definitive responses, con-
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Honey earned $80 a day. After 20 days of work, she spent $1360. 
How much did Honey save in 20 days?

Next, we conduct grounded reasoning based on existing 
premises and new reasonings.
[3] Honey earns $80 a day, so in 20 days, she earns 20 * $80 = 
$1600. [1, 2] (Base on premise 1 and 2)
[4] Since Honey spent $1360, the amount she saved is $1600 -
$1360 = $240. [2, 3] (Based on premise 2 and reasoning 3)
Therefore, Honey saves $240 in 20 days, the answer is $240.

Interpretability, Trustworthiness, and Verifiability.

First, let’s identify the premises in the question:
[1] Honey earned $80 a day. 
[2] After 20 days of work, she spent $1360.

Figure 1: An example of attribution reasoning in mathe-
matical tasks. Grounded attribution reasoning enhances
interpretability, trustworthiness, and verifiability.

sequently improving their accuracy and reliabil-
ity. Chain-of-thought has demonstrated remarkable
performance in complex reasoning, such as mathe-
matical reasoning and logical reasoning (Wei et al.,
2022b; Cobbe et al., 2021; Tafjord et al., 2021).

Despite the remarkable achievement, the vast
number of parameters and high computational costs
of LLMs limit their deployment, thereby constrain-
ing their availability. In response, some works
attempt to transfer the capabilities of LLMs into
smaller ones. One viable approach is distilling
CoT reasoning trajectories from LLMs to fine-tune
smaller models, thereby endowing them with the
step-by-step reasoning capabilities (Fu et al., 2023;
Li et al., 2023d; Wang et al., 2023a).

Although these methods can enhance the rea-
soning capabilities of smaller models, certain chal-
lenges still persist. Firstly, chain-of-thought rea-
soning fails to explicitly describe the fine-grained
dependencies between reasoning steps, potentially
leading to inconsistent and unfaithful reasoning.
Besides, the linear structure of chain-of-thought
reasoning poses difficulties for post-hoc verifica-
tion and refinement of the reasoning trajectories.
Secondly, these methods tend to induce overfit-
ting to the teacher’s outputs among students, con-

https://huggingface.co/datasets/coling25-fard/FARD
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sequently undermining their capacity for general-
ization (Gudibande et al., 2023; Chen et al., 2023).

To address these challenges, this paper aims to
introduce attribution reasoning to facilitate faith-
ful reasoning and enhance generalization capabili-
ties. Accordingly, we propose Fine-grained Attri-
bution Reasoning Distillation (FARD). Firstly, the
grounded citations within attribution reasoning pro-
cess offer enhanced interpretability and post-hoc
verifiability, as shown in Figure 1. Secondly, we
employ fine-grained causal dependencies between
reasoning steps to regularize the attention pattern
during reasoning, thereby enhancing consistency.
Finally, we abstract the reasoning process into three
aspects: premise extraction, attribution reasoning
with self-questioning, and answer summarization,
thereby enhancing generalization. FARD equips
small models with strong multi-step reasoning ca-
pabilities, and the attribution reasoning trajectories
enhance interpretability and verifiability, thereby
facilitating faithful multi-step reasoning.

Concretely, we begin by distilling attribution
reasoning rationales enriched with grounded cita-
tions from a strong teacher model. Following this,
we employ a validity filter and diversity filter to
screen high-quality and diverse rationales. These
rationales are then parsed into fine-grained causal
dependency graph based on attribution citations.
Finally, we fine-tune the student model using the
derived rationales, and employ the causal depen-
dency to regularize the attention pattern.

We conduct extensive experiments on 3 models
across 9 datasets including diverse reasoning as-
pects. Experimental results demonstrate that FARD
outperforms CoT distillation in performance. For
instance, FARD achieved an 3.0% improvement
over the baselines on GSM8K (Cobbe et al., 2021),
and it still maintains excellent performance when
faced with perturbed questions (Li et al., 2024). Ad-
ditionally, our experiments on 4 out-of-distribution
mathematical datasets: SVAMP (Patel et al., 2021),
ASDiv (Miao et al., 2020), MultiArith (Roy and
Roth, 2015), and SingleEQ (Koncel-Kedziorski
et al., 2015) also surpass the baselines, indicating
that our attribution distillation method possesses
stronger generalization capabilities. Moreover, to
investigate the general reasoning capabilities, we
conduct experiments on commonsense reasoning
StrategyQA (Geva et al., 2021), temporal reasoning
Date Understanding, and logical reasoning Logical
Deduction (Srivastava et al., 2023). Experimental
results indicate that FARD performs well in out-of-

domain scenarios, demonstrating its cross-domain
generalization capabilities.
Our contributions can be summarized as follows:
• We propose FARD for fine-grained attribution

reasoning distillation to enhance the multi-step
reasoning capabilities of small models.

• FARD uses fine-grained causal dependencies be-
tween reasoning steps to regularize the model’s
pattern, enhancing the reasoning consistency.

• Attribution reasoning trajectories provide im-
proved interpretability and verifiability, thereby
facilitating faithful multi-step reasoning.

2 Related Work

2.1 Chain-of-Thought Reasoning
Recent work has shown that prompting LLMs to
provide step-by-step reasoning trajectories before
final answers can significantly improve their reason-
ing capabilities and provide interpretability, which
is known as chain-of-thought prompting (Wei et al.,
2022a; Chu et al., 2024). Some studies design
instructions to guild LLMs in zero-shot CoT to
reduce annotation cost (Wei et al., 2022b; Zhang
et al., 2023b), and ensemble learning is also proved
an effective approach to enhance reasoning perfor-
mance (Wang et al., 2023b; Aggarwal et al., 2023).
Additionally, Dua et al. (2022); Zhou et al. (2023)
breaks down complex questions into simpler sub-
questions and tackles them sequentially, thereby
reducing the complexity of reasoning.

In this paper, we divide reasoning process into
three components: key information extraction, self-
questioning, and attribution reasoning, to enhance
both performance and domain generalization.

2.2 Multi-step Reasoning Distillation
Knowledge distillation serves as an effective
method to transfer the capabilities of large mod-
els to smaller ones (Hinton et al., 2015). How-
ever, the inaccessibility of advanced models, cou-
pled with the high training costs, renders white-
box distillation methods difficult to apply, such
as response-based (Kim et al., 2021; Huang et al.,
2022), feature-based (Zagoruyko and Komodakis,
2017; Sun et al., 2019) and relation-based tech-
niques (Park et al., 2019; Zhang et al., 2024).

Recent work treats LLMs as black boxes (Zhu
et al., 2023), collecting their step-by-step reason-
ing trajectories as training corpus. Fu et al. (2023);
Wang et al. (2023a); Li et al. (2023d) extract chain-
of-thought reasoning data from LLMs as training
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Ginger is weaving mats. Each mat takes 20 red straws, 30 
orange straws, and half as many green straws as orange straws. 
How many straws does she need to make 10 mats?

Question

[f1] Each mat takes 20 red straws.
[f2] Each mat takes 30 orange straws.
[f3] Each mat takes half as many green straws as orange straws.

Premise Extraction

Therefore, the answer is 650.
Answer

Causal	Reasoning	Dependency

[q1] : Calculate the number of green straws per mat:
[r1] Half as many green straws as orange straws means 1/2 * 30 
= 15 green straws per mat. [f2,		f3]
[q2] : Calculate the total number of straws per mat:
[r2] Each mat takes 20 + 30 + 15 = 65 straws. [f1,		f2, r1]
[q3] : Calculate the total number of straws needed for 10 mats:
[r3] Ginger needs 10 * 65 = 650 straws to make 10 mats. [r2]

Attribution Reasoning

Regularize pattern and 
causal dependency

Parse reasoning 
dependency

f1

f2

f3

r1

r2
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f1 f2 f3 r1 r2 r3

Attention	heads

Grouped 
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III.	Attribution	Reasoning	Distillation
with	Causal-aware	Regularization

Causal reasoning
Subq1, f2, f3 --> r1

Figure 2: Overview of FARD, which includes: I. Attribution Rationales Synthesis: sample multiple attribution
reasoning trajectories from LLMs. II. Attribution Rationales Filtering: obtain high-quality and diverse rationales
through filtering. III. Causal-aware Attribution Reasoning Distillation: Fine-tune the small model using attribution
rationales with causal-aware dependency regularization. For brevity, only premise and reasoning nodes are shown.

data, and Chen et al. (2023) introduces consis-
tency distillation by optimizing KL divergence be-
tween reasoning pairs. Besides, Wang et al. (2023c)
gets customized reasoning trajectories from LLMs
based on feedback from students. Additionally,
some research has explored extracting code for-
mat rationales from LLMs to enable code-assisted
reasoning (Li et al., 2023a; Zhu et al., 2024a,b).

Compared to their approach, we obtain struc-
tured attribution reasoning rationales from the
LLMs and attempt to further optimize the model
using the structural reasoning dependency graphs.

2.3 Attributed Citation Generation

Hallucinations pose a significant challenge in the
generation and reasoning in large language mod-
els (Zhang et al., 2023a; Huang et al., 2023). Re-
cently, some studies have incorporated attribution
citations of evidence into generation tasks to en-
hance verifiability and thereby mitigate hallucina-
tion issues (Li et al., 2023b; Bohnet et al., 2022; Li
et al., 2023c; Yue et al., 2023; Berchansky et al.,
2024). Gao et al. (2023b); Fierro et al. (2024)
enables LLMs to generate citations concurrently
with the text through in-context learning, whereas
Gao et al. (2023a); Xu et al. (2023) explores post-
hoc attribution, which involves LLMs seeking the
most relevant information to support attribution
after generating preliminary answers, and Huang
et al. (2024) delves into finer-grained attribution

citations at the sentence level.
In contrast to the aforementioned works that con-

centrate on generation tasks, our method incorpo-
rates attribution within multi-step reasoning tasks,
obtaining detailed step-level causal dependencies
relationships and offering better interpretability.

3 Methodology

We introduce a fine-grained attribution reason-
ing distillation (FARD) framework to enhance the
robust and generalized reasoning capabilities of
smaller language models, while also improving
the interpretability and verifiability of the reason-
ing process. Specifically, we first distill structured
attribution reasoning rationales from LLMs. Subse-
quently, we apply filters based on content validity
and similarity to obtain high-quality and diverse
reasoning chains, which are then parsed into reason-
ing causal dependency graphs. Finally, we employ
fine-grained attribution reasoning rationales in con-
junction with causal dependency graphs to enhance
the reasoning capabilities of smaller models. The
overview of FARD is illustrated in Figure 2.

3.1 Attribution Rationales Synthesis

FARD distills rationales in the form of attribution
reasoning to enhance the interpretability and veri-
fiability of the reasoning process. Concretely, we
divide the reasoning process into three components:
premise extraction, attribution reasoning, and an-
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swer summarization, as illustrated in Figure 2(I).
Premise extraction entails extracting crucial in-

formation from the question and formatting it as
numbered premises for reference in subsequent
reasoning. In attribution reasoning, we introduce
self-questioning to decompose complex questions
into a series of simpler sub-questions. The solution
to each sub-question relies on existing premises or
reasoning, thereby enabling grounded attribution
reasoning. Finally, the model derives a final answer
based on the preceding reasoning.

We obtain attribution reasoning rationales from
the teacher LLM through in-context learning. To
ensure diversity in the rationales, we set the tem-
perature τ=1.3 to sample N=32 instances for each
question in our experiments. For demonstrations
of in-context learning, please refer to Appendix C.

3.2 Rationales Filtering and Parsing
3.2.1 Attribution Reasoning Filtering
Even the strong teacher LLMs may produce erro-
neous reasoning and attributions, thereby filtering
is necessary to maintain data quality. We compare
the prediction with the ground truth to verify the
correctness of reasoning. Subsequently, we vali-
date the attribution structures and filter out samples
that are structurally invalid. Besides, recent work
has indicated that the diversity of training instances
influences model performance (Li et al., 2023d;
Chen et al., 2023). To enhance reasoning diversity
within the limited training instances, we adopt an it-
erative similarity-based filtering approach to retain
high-diverse examples (Chen et al., 2023). We de-
scribe detailed filtering algorithm in Appendix A.2.

3.2.2 Causal Dependency Parsing
The structured characteristic of attribution reason-
ing allows us to readily acquire fine-grained, step-
level causal dependencies within the reasoning.
Specifically, we transform the reasoning into a di-
rected acyclic graph G = {V, E} based on the rea-
soning tags and their corresponding citation tags.

V = {vip, · · · , vjq , · · · , vkr , · · · } (1)

E = {(vi, vj) | vi ∈ V, vj ∈ Vr} (2)

where vp, vq, vr denote the premise, sub-question,
and reasoning nodes, respectively. V represents
any node, and Vr denotes the reasoning nodes.

Figure 2 illustrates the reasoning graph. In the
graph, each sub-graph of depth 2 represents the rea-
soning process of a sub-question. The sub-question

reasoning is a deductive reasoning process involv-
ing causal relationships between premise nodes
vi ∈ V and conclusion nodes vj ∈ Vr.

3.3 Attribution Reasoning Distillation with
Causal-aware Regularization

As previously mentioned, we have obtained the
causal dependencies between reasoning steps, and
we aim to utilize this prior information for opti-
mization. Recent work on the on the mechanisms
of multi-step reasoning has found that the attention
pattern of LLMs aligns with the reasoning depen-
dency tree (Hou et al., 2023). To this end, we seek
to strengthen this pattern by employing the causal
dependency relationships to improve reasoning.

Next, we will describe how to use the causal de-
pendency through a specific example. The dashed
box in Figure 2(III) depicts a reasoning process
of a sub-question. Within the sub-question, rea-
soning r1 depends on premises f2 and f3, forming
a causal relationship f2 ∧ f3 → r1. Given this
causal relationship, r1 should attend more to con-
tent of the premises f2 and f3 it relies on, rather
than to f1, which is irrelevant to current reasoning
step. Therefore, we should apply regularization
to positions that are irrelevant to the current-step
reasoning. Therefore, in this example, the attention
flow from r1 to f1 should be penalized.

In practice, we calculate the attention distribu-
tion at group granularity, where each group corre-
sponds to a text segment (premise, question, or rea-
soning), simplifying the computation. Specifically,
supposing the reasoning involves M segments, we
can obtain a grouped attention matrix A(g).

a
(g)
i,j =

1

|i|

ie∑
p=is

je∑
q=js

ap,q ∈ R (3)

A(g) = [a
(g)
i,j ] ∈ RM×M (4)

where ap,q is element of original attention matrix, i
and j are two groups, is and ie are the start and end
indices of group i, and |i| is the length of group i.
a
(g)
i,j denotes the degree of attention that the content

of group i pays to that of group j.
We hypothesize that the reasoning node should

focus on three components: the original question
and current sub-question, the supporting premises,
and the reasoning itself. Based on this hypothe-
sis, we apply the following regularization term to
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penalize the reasoning-irrelevant attention group.

Lreg =

M∑
i=0

M∑
j=0

a
(g)
i,j (5)

where vj ∈ Vr and vi is not predecessor of vj .
For attribution reasoning rationales, we employ

the vanilla causal language modeling objective for
optimization. During the optimization, we mask
the prompt tokens and only train on the generated
content. The overall training objective can be ex-
pressed as the weighted combination of the lan-
guage modeling loss and attribution regularization.

L = Llm + βLreg (6)

4 Experimental Setup

4.1 Benchmarks
We employ the mathematical reasoning dataset
GSM8K (Cobbe et al., 2021) as the distillation
training source. In evaluation, we conduct exper-
iments on in-distribution and out-of-distribution
mathematical reasoning, and out-of-domain gen-
eral reasoning datasets to validate the effectiveness
and generalization of our method.

Training (In-distribution) datasets We use the
training data from GSM8K (Cobbe et al., 2021)
as the training source for distillation and conduct
in-distribution evaluation on its test set. Addition-
ally, we employ GSM-Plus (Li et al., 2024), which
includes human-crafted perturbed questions, as a
challenging in-distribution dataset to assess the
model’s performance under question perturbation.

Out-of-distribution datasets In addition to
grade school math series, we also use 4 mathe-
matical reasoning datasets that were not present
in the training data to evaluate the model’s out-of-
distribution generalization capabilities, including
SVAMP (Patel et al., 2021), ASDiv (Miao et al.,
2020), MultiArith (Roy and Roth, 2015), and Sin-
gleEQ (Koncel-Kedziorski et al., 2015).

Out-of-domain datasets Furthermore, to inves-
tigate the model’s proficiency in general reason-
ing, we conduct experiments on 3 out-of-domain
datasets beyond mathematics, including Strate-
gyQA (Geva et al., 2021), Logical Deduction (Sri-
vastava et al., 2023), and Date Understanding (Sri-
vastava et al., 2023), which covers commonsense
reasoning, logical reasoning, temporal reasoning,
and symbolic reasoning. For statistics and exam-
ples of each dataset, please refer to Table 7.

4.2 Evaluation Metrics
Across all datasets, we employ Accuracy for eval-
uation purposes. In case of the GSM-Plus dataset,
following (Li et al., 2024), we also take into ac-
count the performance drop rate (PDR) and accu-
rately solved pairs (ASP) to evaluate the model’s
performance under question perturbations. Please
refer to Appendix A.3 for details of metrics.

4.3 Backbone Large Language Models
We employ LLaMA3-70B-Instruct (Meta, 2024) as
the teacher model and LLaMA2-7B-chat (Touvron
et al., 2023), LLaMA2-13B-chat (Touvron et al.,
2023), and Mistral-7B-Instruct-v0.2 (Jiang et al.,
2023) as student models in our experiments.

4.4 Baselines
Few-shot CoT (Wei et al., 2022a) employs few-
shot demonstrations with language models to gener-
ate step-by-step reasoning before the final answer.

Direct SFT fine-tunes on the GSM8K training
set, which includes around 7k step-by-step reason-
ing rationales, without distillation from LLMs.

CoT Distillation leverages chain-of-thought rea-
soning trajectories (Wei et al., 2022a) distilled from
larger models to fine-tune smaller models.

SCoTD (Li et al., 2023d) distills step-by-step
reasoning data from larger models, incorporating
self-consistency (Wang et al., 2023b) and correct-
ness filtering, to fine-tune smaller models.

MCC-KD (Chen et al., 2023) distills natural
language rationales from LLMs and employs KL-
divergence to align diverse reasoning trajectories,
thereby enhancing the generalization of reasoning.

Mathematical SFT LLMs have undergone
domain-specific SFT in mathematical reasoning, in-
cluding Abel (Chern et al., 2023), MammoTH (Yue
et al., 2024) and MetaMath (Yu et al., 2024).

4.5 Implementation Details
In the experiment, we use AutoAWQ2 (Lin et al.,
2023) for int-4 quantization of LLaMA-3-70B-
Instruct as the teacher model. During the training
process, we employ Huggingface Accelerate3 for
mixed-precision training with bf16 precision. All
experiments are conducted using 1 or 2 NVIDIA
Tesla A100-80G GPUs. We use a linear warm-up

2https://github.com/casper-hansen/AutoAWQ
3https://github.com/huggingface/accelerate

https://github.com/casper-hansen/AutoAWQ
https://github.com/huggingface/accelerate
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Models Methods Corpus
In-distribution Out-of-distribution

GSM8K GSM-Plus SVAMP ASDiv SingleEQ MultiArith Avg.

LLaMA370b Fewshot CoT - 89.98 77.04 88.60 90.46 85.82 97.16 90.51

LLaMA27b

MetaMath NL 395K 48.33 32.83 55.20 64.98 72.19 83.83 69.05
Abel undisclosed 51.89 35.57 57.60 69.74 71.65 90.33 72.33

MAmmoTH NL 260K 50.15 33.61 53.60 65.28 72.99 86.83 69.68
Fewshot CoT - 24.58 17.16 46.40 57.32 62.83 69.83 59.10
Direct SFT CoT 7K 37.10 26.85 45.27 61.46 65.77 83.83 64.08

CoT Distillation CoT 74K 56.29 40.48 56.85 69.18 75.11 92.40 73.38
SCoTD CoT 70K 58.68 42.56 60.10 67.99 74.73 96.00 74.71

MCC-KD CoT 70K 58.85 43.85 57.13 70.16 78.43 95.27 76.31
FARD (ours) Attr. 68K 61.58 44.48 64.61 71.82 75.77 98.61 77.70

LLaMA213b

MetaMath NL 395K 70.86 54.93 72.00 75.79 79.94 96.16 80.97
Abel undisclosed 60.47 44.60 66.00 75.47 78.61 96.33 79.10

MAmmoTH NL 260K 55.99 40.46 57.00 70.38 77.00 93.83 74.55
Fewshot CoT - 32.65 24.12 60.20 59.87 68.44 75.66 66.04
Direct SFT CoT 7K 48.45 35.31 55.67 67.30 73.53 90.94 71.86

CoT Distillation CoT 74K 66.38 50.16 67.70 74.43 78.61 96.11 79.21
SCoTD CoT 70K 67.08 50.79 70.40 75.89 79.31 95.88 80.37

MCC-KD CoT 70K 70.51 53.28 70.00 77.92 80.68 97.05 81.41
FARD (ours) Attr. 68K 72.57 55.59 75.20 78.26 80.95 98.50 83.23

Mistral7b

MetaMath NL 395K 77.54 65.52 81.60 81.84 82.62 97.50 85.89
MAmmoTH NL 260K 62.74 46.41 62.20 69.74 80.74 95.83 77.13
Fewshot CoT - 41.65 30.72 50.00 64.96 72.46 77.16 66.15
Direct SFT CoT 7K 56.80 43.40 61.60 69.09 77.71 93.49 75.47

CoT Distillation CoT 74K 70.99 55.06 74.00 75.79 80.83 96.16 81.70
SCoTD CoT 70K 73.82 58.15 77.60 79.77 83.55 97.33 84.56

MCC-KD CoT 70K 76.35 60.39 73.80 82.59 82.97 97.61 84.24
FARD (ours) Attr. 68K 77.54 61.27 80.07 81.46 83.61 98.14 85.82

Table 1: Experimental results on mathematical reasoning. Results are averaged over three independent runs, and
results in gray are noted for reference purposes only. The best and second-best results are marked with bold and

underlined. For a fair comparison, all distillation-based methods use the same teacher model, LLaMA370b-Instruct.
The training starting point for student models is the aligned version (-chat or -instruct). Full results in Table 8.

for first 3% steps, followed by a cosine learning rate
decay. For inference, we use VLLM4. The experi-
mental results are the average of three runs. Hyper-
parameters details can be found in Appendix A.1.
For the evaluation of mathematical reasoning and
out-of-domain reasoning, we respectively employ
zero-shot prompting and few-shot prompting. De-
tails demonstrations can be found in Appendix C.

5 Experimental Results

In this section, we present the experimental results
of in-distribution, out-of-distribution, as well as
out-of-domain reasoning. Due to the use of addi-
tional training data in Math SFT baseline methods,
which results in an unfair comparison, we only list
their results for reference purposes.

4https://github.com/vllm-project/vllm

5.1 In-distribution Results

Table 1 presents the in-distribution experimental
results on GSM8K and GSM-Plus. It can be ob-
served that our method significantly enhances the
reasoning capabilities of smaller models, achiev-
ing performance improvements of 37.0/39.2/35.9,
compared to prompt-based methods, respectively.
While direct SFT also brings improvement, its per-
formance is constrained by the limited amount
and quality of data when compared to distillation-
based approaches. Compared to prior baselines,
our method has achieved an average improvement
of 3.0% and 2.4% on GSM8K and GSM-Plus, re-
spectively, across three student models. This indi-
cates the effectiveness of FARD in boosting reason-
ing capabilities of smaller models. Meanwhile, as
shown in Table 8, our method exhibits less perfor-
mance drop rate under perturbation and is capable
of solving both the original and perturbed questions
more effectively, indicating its robustness against

https://github.com/vllm-project/vllm
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question perturbations. Moreover, FARD even out-
performs the Mathematical SFT baselines that in-
clude additional training corpora in most cases.

Methods
Out-of-Domain

Date Logic SQA Average

Student: LLaMA27b
MetaMath 35.83 42.34 52.05 43.41

Abel 19.13 42.08 53.84 38.35
MAmmoTH 28.39 45.66 39.42 37.82
Fewshot CoT 38.51 51.66 57.38 49.18
Direct SFT 37.33 50.44 58.32 48.70

CoT Distillation 43.21 49.33 58.54 50.36
SCoTD 42.58 44.64 61.66 49.63

MCC-KD 39.84 50.44 59.09 49.79
Ours 43.82 54.51 62.74 53.69

Student: LLaMA213b
MetaMath 42.73 - 61.35 -

Abel 47.58 40.58 57.33 48.50
MAmmoTH 55.74 51.67 52.09 53.17
Fewshot CoT 48.03 54.33 58.07 53.48
Direct SFT 53.25 53.89 57.43 54.86

CoT Distillation 55.63 54.00 57.90 55.84
SCoTD 55.37 53.55 60.20 56.37

MCC-KD 50.76 53.11 58.83 54.23
Ours 55.82 55.79 60.95 57.52

Student: Mistral7b
MetaMath 58.06 64.66 63.49 62.07

MAmmoTH 39.87 59.66 64.58 54.70
Fewshot CoT 52.46 63.67 58.03 58.05
Direct SFT 49.45 59.44 60.00 56.30

CoT Distillation 52.49 68.92 61.71 61.04
SCoTD 55.32 67.82 62.68 61.94

MCC-KD 48.66 66.55 62.70 59.30
Ours 50.51 72.69 64.69 62.63

Table 2: Experimental results on out-of-domain general
purposed reasoning datasets. Results are averaged over
three independent runs, and results in gray are noted
for reference purposes only. The best and second-best
results are marked with bold and underlined.

5.2 Out-of-distribution Results
To verify the capability of the distilled model to
address similar mathematical reasoning problems,
we conduct experiments on 4 out-of-distribution
datasets: SVAMP, ASDiv, MultiArith, and Sin-
gleEQ. The experimental results are shown in Ta-
ble 1. As distillation approaches advance, it is
evident that the model’s performance on out-of-
distribution datasets has been steadily enhanced,
though the extent of this improvement is less pro-
nounced than that in the distribution. Despite this,

our method surpasses the baselines across all three
student models, with a relative improvement of
1.8%/2.2%/1.5% over the strongest baseline. More-
over, the student models empowered by FARD,
even outperform the teacher model LLaMA370b
on SingleEQ and closely match its performance
on MultiArith, demonstrating that FARD exhibits
strong generalized reasoning capabilities.

5.3 Out-of-domain Results

Recent studies have found that improving a model’s
capabilities in specific domain can result in a de-
cline in performance across general domains (Fu
et al., 2023). This paper aims to explore how mod-
els specialized in the mathematical domain per-
form in out-of-domain generalized reasoning. To
this end, we select 3 general purposed reasoning
datasets: Date Understanding, Logical Deduction,
and StrategyQA, which encompasses reasoning
across logical, commonsense, temporal, and sym-
bolic aspects. Table 2 presents the experimental
results. It can be observed that direct SFT leads to a
decrease in out-of-domain generalization, whereas
distillation methods show an increase in such gen-
eralization. We attribute this issue to the low data
diversity of direct SFT, which makes the model
prone to overfitting to the distribution of mathe-
matical reasoning. While distillation methods offer
higher diversity in reasoning trajectories, making
them less susceptible to overfitting and thus pos-
sessing stronger out-of-domain generalization.

Additionally, FARD consistently demonstrates
stronger out-of-domain generalization capabilities,
achieving performance improvements of 7.8%,
6.4%, and 5.6%. In our view, the key to improving
out-of-domain generalization lies in our abstraction
of the reasoning process into three components,
which allows this general reasoning structure to be
applicable to a wide range of reasoning tasks.

6 Analysis

6.1 Ablation Study

We conduct ablation experiments on FARD to in-
vestigate the impact of different components, as
shown in Table 3. We first investigate the effect the
filter (w/o filter). To ensure the correctness of the
attribution structure, we perform ablation on the
similarity-based diversity filter. Specifically, we
randomly sample K instances from the synthetic
data instead of using similarity-based filter, and use
the randomly sampled rationales to train the student
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Setting GSM8K OO-Dist. OO-Dom.

LLaMA27b (ours) 61.6 77.7 53.7
(a) w/o filter 59.5 (↓2.1) 76.1 (↓1.6) 51.9 (↓1.8)

(b) w/o alignment 61.2 (↓0.4) 77.3 (↓0.4) 52.9 (↓0.8)

(c) w/o self-ques 60.9 (↓0.7) 76.1 (↓1.6) 50.9 (↓2.8)

LLaMA213b (ours) 72.6 83.2 57.5
(a) w/o filter 70.9 (↓1.7) 82.3 (↓0.9) 55.4 (↓2.1)

(b) w/o alignment 72.0 (↓0.6) 82.8 (↓0.4) 56.4 (↓1.1)

(c) w/o self-ques 72.2 (↓0.4) 81.9 (↓1.3) 56.1 (↓1.4)

Mistral7b (ours) 77.5 85.8 62.6
(a) w/o filter 76.4 (↓1.1) 84.4 (↓1.4) 58.2 (↓4.4)

(b) w/o alignment 77.1 (↓0.4) 85.3 (↓0.5) 60.1 (↓2.5)

(c) w/o self-ques 76.8 (↓0.7) 84.7 (↓1.1) 60.2 (↓2.4)

Table 3: Experimental results of the ablation study on
filter, self-question, and attention regularization.

model. As shown in Table 3(a), the removal of the
filter results in a significant performance decline,
which corroborates the critical role of the diver-
sity of reasoning trajectories in the performance of
small models in black-box knowledge distillation.

Afterward, we remove the attribution-based at-
tention regularization (w/o alignment), as presented
in Table 3(b). This causes a certain degree of per-
formance decline across all tasks, indicating the
positive role of reinforcing internal patterns within
model reasoning. Additionally, the removal of self-
questioning (w/o self-ques) within attribution rea-
soning also has a negative effect on model perfor-
mance across all tasks, as shown in Table 3(c). This
showcases the effectiveness of question decompo-
sition when confronting complex questions.

6.2 Attention Regularization Terms

To explore the correlation between attention pat-
terns and reasoning performance, we analyze the
distribution of attention regularization terms dur-
ing reasoning, as shown in Figure 3. As observed,
both LLaMA2 and Mistral show different distribu-
tions between correct and incorrect samples. The
regularization term is smaller in correct reasoning
while larger in incorrect reasoning. Larger regular-
ization term indicates that the model is focusing
more on content unrelated to the current reason-
ing step. Therefore, this phenomenon might imply
that irregular attention pattern is associated with a
higher probability of incorrect reasoning.

6.3 Number of Reasoning Steps

We investigate the relationships between number
of reasoning steps and performance, as shown in
Figure 4. It is apparent that the model’s perfor-
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Figure 3: KDE distribution of attention regularization
term in LLaMA213b and Mistral7b. Green and orange
represent correct and incorrect samples, respectively.
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Figure 4: Performance of LLaMA213b and Mistral7b at
different reasoning steps on the GSM8K dataset.

mance worsens progressively with more reasoning
steps. Notably, the performance decline trends vary
between models. Mistral shows a smaller perfor-
mance drop compared to LLaMA2. Even when per-
forming equally on simple questions, the initially
stronger model can maintain its performance on
more difficult questions, while the weaker model
experiences more decline. This suggests that the
model’s basic capabilities also play a key role in
reasoning, particularly in more complex reasoning.

6.4 Error Analysis
To explore the reasons behind mistakes in attribu-
tion reasoning, we manually analyze 100 incorrect
predictions by LLaMA213b fine-tuned with FARD.
The error distribution is shown in Table 4.

We categorize the errors into five classes: (a)
Question Misunderstanding (QM): The model fails
to consider or incorrectly understands critical con-
ditions within the question. (b) Reasoning Error
(RE): The model conducts flawed deductive rea-
soning, such as employing incorrect premises or
drawing erroneous conclusions. (c) Calculation
Error (CE): Arithmetic mistakes in calculations or
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Error Type Percentage

Question Misunderstanding 35%
Reasoning Error 40%
Calculation Error 19%
Decomposition Error 5%
Extraction Error 1%

Table 4: Proportion of each error type in attribution
reasoning. The statistics is sourced from 100 instances
of incorrect predictions that are manually analyzed.

Lora Rank GSM8K GSM-Plus Math OOD

r=32 (1.17%) 59.2 (↓2.4) 42.4 (↓2.0) 76.5 (↓1.2)

r=64 (2.31%) 61.6 44.5 77.7
r=128 (4.53%) 63.0 (↑1.4) 45.8 (↑1.4) 79.4 (↑1.7)

r=256 (8.66%) 63.8 (↑2.2) 46.7 (↑2.2) 79.7 (↑2.0)

r=512 (15.95%) 65.2 (↑3.6) 47.2 (↑2.8) 79.6 (↑1.9)

Table 5: Experimental results in mathematical reasoning
with different trainable parameters with LLaMA27b-
FARD. The run with r=64 serves as the baseline for
cross comparison. Numbers in parentheses represent
the percentage of trainable parameters.

solving equations. (d) Decomposition Error (DE):
Erroneous question decomposition or the decom-
position is unrelated to the solution. (e) Extraction
Errors (EE): The model makes errors and omissions
in extracting premises from the question.

As illustrated, the primary errors stem from in-
adequate understanding of the question and flaws
in single-step deductive reasoning, which is con-
strained by the model’s foundational capabilities.
Additionally, calculation errors also pose a hin-
drance to mathematical reasoning performance,
particularly when solving equations involving vari-
ables. The model makes relatively few mistakes in
question decomposition and premise extraction.

6.5 Post Verification

Intuitively, attribution reasoning trajectories with
grounded citations would provide better verifiabil-
ity. We adopt an LLM 5 to post-verify the erroneous
attribution reasoning trajectories, with examples
shown in Table 9. It can be observed that, benefit-
ing from self-question and grounded citations, the
LLM can clearly pinpoint the location and cause
of the errors during the verification process. This
offers a more transparent verification process, and
facilitates subsequent human-involved verification.

5Here we use deepseek-chat-v2

6.6 Impact of Trainable Parameters on
Out-of-distribution Generalization

We conduct experiments with different lora rank
r to investigate the impact of trainable parameter
count on in-distribution and out-of-distribution per-
formance, as shown in Table 5. Evidently, with
the increase in the number of trainable parameters,
the model’s performance in mathematical reason-
ing consistently improves. Additionally, within
the training distribution (GSM8K and GSM-Plus),
the improvement continues to be substantial as the
count of trainable parameters grows. However, in
out-of-distribution reasoning, the performance im-
provement becomes insignificant as the trainable
parameter scale increases. This phenomenon im-
plies that the model’s ability to generalize outside
the training distribution still faces challenges.

7 Conclusion

This paper introduces Fine-Grained Attribution
Reasoning Distillation (FARD) for improving the
faithful reasoning capabilities of small models.
FARD empowers models to generate grounded at-
tribution citation during reasoning, thereby improv-
ing the trustworthiness and interpretability, facili-
tating faithful reasoning. Furthermore, FARD en-
hances the reasoning capabilities of models by reg-
ularizing their attention pattern based on the causal
relationships between reasoning steps. Extensive
experiments across nine reasoning datasets demon-
strate the effectiveness of FARD. Further analysis
also reveals the potential connections between at-
tention pattern and reasoning correctness.

Limitations

FARD employs attribution reasoning to enhance
the capabilities of faithful reasoning in language
models, which has been validated through exten-
sive experiments. Nevertheless, there are still some
limitations. Firstly, we only use LLaMA-3-70b
as the teacher model due to the computational re-
source constraints. Secondly, FARD provides step-
level reasoning trajectories with sub-question and
grounded citations, offering improved verifiability.
This work has not yet conducted further reasoning
verification and correction based on this structure,
and we intend to address this in future work.
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A Appendix

A.1 Hyperparameters

In this section, we will provide a detailed the hyper-
parameters used in our experiments, as shown in
Table 6. During the data synthesis process, we set
the temperature to 1.3, sampling N=32 instances
for each training instance, and use filter to retain
up to K=10 samples. We train 4 epochs for di-
rect SFT baselines, 10 epochs for MCC-KD and
2 epochs for other methods. The total batch size
during training process is set to 32. During training,
we employ LoRA (Hu et al., 2022) for parameter-
efficient fine-tuning with huggingface PEFT6. We
add LoRA adapters to all linear modules. For 7B
models, the lora_rank/lora_alpha is set to 64/128,
with learning rate of 4e-5. For 13B models, the
lora_rank/lora_alpha is set to 128/256, with learn-
ing rate of 8e-5. We linearly warm up the learning
rate from 0 during the first 3% of the steps, after
which we decay it to 0 using cosine annealing. The
checkpoint at the end of the training will be used
for subsequent evaluation. In the inference stage,
we set the temperature to 0 for greedy decoding
and do not use beam search.

Hyperparameters Values

Epochs 2 or 4 or 10
Learning Rate 4e-5 or 8e-5
Batch Size 32
β 1e-2
Warmup Ratio 0.03
LR Decay Cosine Annealing
LoRA Rank 64 or 128
LoRA Alpha 128 or 256
LoRA Targets q, k, v, o

τ (Data Generation) 1.3
τ (Inference) 0.0
N 32
K 10

Table 6: Hyperparameters in experiments.

A.2 Rationale Filter

Rationale Validity Filter We first remove any
unnecessary line breaks from the reasoning, and
then determine whether the reasoning adheres to

6https://github.com/huggingface/peft

the three-part structure (Facts, Reasoning, and An-
swer). Following this, each reasoning step should
feature a numerical tag for itself and tags of the
premise it depends on, and should be associated
to one sub-question. Finally, we parse the reason-
ing dependency to ensure the coherence between
reasoning nodes, removing any instance that do
not form a DAG or contain incorrect citation tags.
Through the above procedures, we are able to de-
rive attribution reasoning rationales that are both
structurally valid and capable of being parsed.

Similarity-based Filter We iteratively remove
the most similar samples to others from the ratio-
nales set until the number of remaining samples
reaches our target. For computational efficiency,
we adopt a sparse similarity metric, Jaccard Simi-
larity, which gauges the degree of overlap between
two sets, as referenced from (Chen et al., 2023).

J(A,B) =
|A ∩B|
|A ∪B|

(7)

Specifically, we transform the rationales into N-
gram, and consider Jaccard Similarity between two
N-gram sets as the similarity between the two ratio-
nales. In each iteration, we remove one of the two
rationales with the highest similarity, continuing
this process until the sample size reach K=10.

A.3 Evaluation Metrics
Following (Li et al., 2024), we use two metrics,
ASP and PDR, to assess the model’s performance
in the presence of perturbed questions.

Performance Drop Rate (PDR) measures the re-
duction in a model’s performance when it is pre-
sented with perturbed questions relative to the per-
formance on the original questions (lower is better).

PDR = 1−
∑

(x,y)∈Da
I[LM(x), y]/|Da|∑

(x,y)∈D I[LM(x), y]/|D|
, (8)

where D and Da denote GSM8K and GSM-Plus.
Accurately Solved Pairs (ASP) serves as a met-

ric to evaluate the percentage of cases in which
the model successfully addresses both the original
question and its perturbed version (higher is better).

ASP =

∑
x,y;x′,y′ I[LM(x), y] · I[LM(x′), y′]

N · |D|
,

(9)

The overall results in Table 8 are calculated as:
overall = Accgsm8k + Accgp + ASP - PDR.

https://github.com/huggingface/peft
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B Datasets

This section will provide a detailed introduction to
the datasets used in this paper. We employ GSM8K
as the source of synthetic data for training, and sub-
sequently evaluate our method on in-distribution
mathematical reasoning, out-of-distribution mathe-
matical reasoning, and out-of-domain general rea-
soning tasks. The statistics and examples of the
datasets can be found in Table 7.

For mathematical reasoning, we only used the
GSM8K training set to generate reasoning ratio-
nales, with the remaining datasets being used for
evaluation and not included in the training data.

• GSM8K (Cobbe et al., 2021) comprises a col-
lection of high-quality, linguistically diverse
grade school math word problems, developed
by human authors. We use its training set to
generate training data and employ the test set
for evaluation.7

• GSM-Plus (Li et al., 2024) is an enhanced ver-
sion of GSM, designed to test the robustness
of large language models’ mathematical rea-
soning by introducing various perturbations.
We use the dataset in the evaluation.8

• SVAMP (Patel et al., 2021) is a challeng-
ing dataset that includes math word problems
(MWP) targeted at students below grades four.
We use the dataset for evaluation.9

• ASDiv (Miao et al., 2020) is a English math
word problem corpus, which entails diverse
language patterns and problem types. We use
the dataset in the evaluation.10

• MultiArith (Roy and Roth, 2015) includes
simple MWPs involving the four basic opera-
tions. We use the dataset in the evaluation.11

• SingleEQ (Koncel-Kedziorski et al., 2015)
features basic arithmetic problems. We use
the dataset in the evalution.12

7https://github.com/openai/grade-school-math
8https://github.com/qtli/GSM-Plus
9https://github.com/arkilpatel/SVAMP/blob/

main/SVAMP.json
10https://github.com/chaochun/

nlu-asdiv-dataset
11https://github.com/wangxr14/

Algebraic-Word-Problem-Solver/blob/master/data/
MultiArith.json

12https://gitlab.cs.washington.edu/ALGES/
TACL2015/-/blob/master/questions.json?ref_type=
heads

For out-of-domain reasoning, we do not use any
related data for training and directly conduct evalu-
ation under few-shot setting.

• Date Understanding is a task in BIG-
bench (Srivastava et al., 2023). It assesses
large language models’ ability to comprehend
dates with implicit temporal connections and
knowledge, covering temporal, mathematical,
and commonsense reasoning.13

• Object Logical Deduction is a task in BIG-
bench (Srivastava et al., 2023). It requires
models to determine the order of objects based
on deductive logical reasoning. This dataset
involves reasoning and symbolic reasoning.14

• StrategyQA was introduce by Geva et al.
(2021). It requires models to address im-
plicit, multi-step questions, involving multi-
step commonsense reasoning. We use the test
set provided in BIG-bench in our evaluation.15

C Prompts

In this section, we will present the prompts used
for rationales generation and zero-shot/few-shot
reasoning in our experiments.

During rationale generation process, we distill
attribution reasoning rationales from the teacher
large language model using 4-shot demonstrations,
as shown in Table 10 and Table 11.

In the inference stage, we evaluate mathemat-
ical reasoning tasks (in-distribution and out-of-
distribution) under zero-shot setting, and adopting
the few-shot approach for out-of-domain reasoning
tasks. Table 12 presents the prompt templates of
the SFT models, which are also their zero-shot in-
structions for mathematical reasoning. Tables 13,
14, and 15 respectively show the few-shot exam-
ples used for out-of-domain reasoning in Date Un-
derstanding, Logical Deduction, and StrategyQA.
Substituting these examples into the corresponding
prompt templates in Table 12 yields the few-shot
prompts used during inference.

13https://github.com/google/BIG-bench/
blob/main/bigbench/benchmark_tasks/date_
understanding/task.json

14https://github.com/google/BIG-bench/blob/
main/bigbench/benchmark_tasks/logical_deduction/
three_objects/task.json

15https://github.com/google/BIG-bench/blob/
main/bigbench/benchmark_tasks/strategyqa

https://github.com/openai/grade-school-math
https://github.com/qtli/GSM-Plus
https://github.com/arkilpatel/SVAMP/ blob/main/SVAMP.json
https://github.com/arkilpatel/SVAMP/ blob/main/SVAMP.json
https://github.com/chaochun/nlu-asdiv-dataset
https://github.com/chaochun/nlu-asdiv-dataset
https://github.com/wangxr14/ Algebraic-Word-Problem-Solver/blob/ master/data/MultiArith.json
https://github.com/wangxr14/ Algebraic-Word-Problem-Solver/blob/ master/data/MultiArith.json
https://github.com/wangxr14/ Algebraic-Word-Problem-Solver/blob/ master/data/MultiArith.json
https://gitlab.cs.washington.edu/ALGES/TACL2015/-/blob/master/questions.json?ref_type=heads
https://gitlab.cs.washington.edu/ALGES/TACL2015/-/blob/master/questions.json?ref_type=heads
https://gitlab.cs.washington.edu/ALGES/TACL2015/-/blob/master/questions.json?ref_type=heads
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/date_understanding/task.json
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/date_understanding/task.json
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/date_understanding/task.json
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/logical_deduction/three_objects/task.json
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/logical_deduction/three_objects/task.json
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/logical_deduction/three_objects/task.json
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/strategyqa
https://github.com/google/BIG-bench/blob/main/bigbench/benchmark_tasks/strategyqa
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Datasets #Examples Question Example

(a) Mathematical Reasoning (In-distribution)

GSM8K 1319 Eliza’s rate per hour for the first 40 hours she works each week is
$10. She also receives an overtime pay of 1.2 times her regular
hourly rate. If Eliza worked for 45 hours this week, how much
are her earnings for this week?

GSM-Plus 1319 Eliza earns $10 per hour for the first 40 hours she works each
week and 1.2 times her regular hourly rate for any overtime. If
Eliza earned $470 this week, how many hours did she work?

(b) Mathematical Reasoning (Out-of-distribution)

SVAMP 500 There were 13 roses in the vase. Jessica cut some more roses
from her flower garden which had a total of 12 roses. There are
now 21 roses in the vase. How many roses are left in the garden?

ASDiv 314 Jennifer has an 87 cm long ribbon. She uses 24 cm of the ribbon
to tie a present for her friend and 45 cm of the ribbon to make a
bow. How much of the ribbon is left in the end?

MultiArith 600 Paige had 11 songs on her mp3 player. If she deleted 9 old songs
from it and then added 8 new songs, how many songs does she
have on her mp3 player?

SingleEQ 374 Mary is baking a cake. The recipe wants 8 cups of flour. She has
put in 2 cups. How many more cups does she need to add?

(c) General Reasoning (Out-of-domain)

Date Understanding 369 In the US, Thanksgiving is on the fourth Thursday of November.
Today is the US Thanksgiving of 2001. What is the date one year
ago from today in MM/DD/YYYY?

Logical Deduction 300 In a golf tournament, there were three golfers: Eve, Rob, and Mel.
Rob finished below Mel. Mel finished below Eve. Who finished
first? A. Eve B. Rob C. Mel

StrategyQA 2290 Was Aristotle a member of the House of Lords?

Table 7: Statistics and examples of datasets in in-distribution, out-of-distribution, and out-of-domain evaluations.
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Models Methods Corpus GSM8K GSM-Plus ∆ PDR (%) ↓ ASP (%) ↑ Overall

LLaMA370b Fewshot CoT - 89.98 77.04 14.38 73.36 226.00

LLaMA27b

MetaMath NL 395K 48.33 32.83 32.06 24.51 73.61
Abel undisclosed 51.89 35.57 31.45 26.31 82.32

MAmmoTH NL 260K 50.15 33.61 32.98 25.94 76.72
Fewshot CoT - 24.58 17.16 30.15 9.33 20.92
Direct SFT CoT 7K 37.10 26.85 27.70 17.62 53.87

CoT Distillation CoT 74K 56.29 40.48 32.87 28.08 101.57
SCoTD CoT 70K 58.68 42.56 35.56 27.46 109.35

MCC-KD CoT 70K 58.85 43.85 25.47 35.89 113.12
ARD (ours) Attr. 68K 61.58 44.48 27.77 37.40 115.69

LLaMA213b

MetaMath NL 395K 70.86 54.93 22.43 47.97 151.30
Abel undisclosed 60.47 44.60 35.79 26.24 114.62

MAmmoTH NL 260K 55.99 40.46 31.38 27.73 100.10
Fewshot CoT - 32.65 24.12 26.04 14.66 45.39
Direct SFT CoT 7K 48.45 35.31 27.11 25.79 82.44

CoT Distillation CoT 74K 66.38 50.16 24.39 42.52 134.67
SCoTD CoT 70K 67.08 50.79 24.27 43.56 137.16

MCC-KD CoT 70K 70.51 53.28 24.43 46.13 145.49
ARD (ours) Attr. 68K 72.57 55.59 23.40 49.13 153.89

Mistral7b

MetaMath NL 395K 77.54 65.52 19.39 56.08 176.75
MAmmoTH NL 260K 62.74 46.41 38.30 26.03 121.42
Fewshot CoT - 41.65 30.72 26.22 20.44 66.59
Direct SFT CoT 7K 56.80 43.40 23.58 32.90 109.51

CoT Distillation CoT 74K 70.99 55.06 22.42 47.97 151.57
SCoTD CoT 70K 73.82 58.15 21.22 51.55 162.31

MCC-KD CoT 70K 76.35 60.39 20.89 53.82 169.67
ARD (ours) Attr. 68K 77.54 61.27 20.98 55.35 173.18

Table 8: Experimental results on in-distribution datasets, GSM8K and GSM-Plus, including question perturbation
metrics PDR and ASP. Results are averaged over three runs, and results in gray are noted for reference purposes
only. For a fair comparison, all distillation methods use the same teacher, LLaMA370b. The starting point for student
models is the aligned version (-chat or -instruct). Best and second results are highlighted by bold and underline.
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Post Verification on Incorrect Attribution Reasoning Trajectory

Question: There are 96 fourth-graders at Small Tree School. 43 of them are girls. On Friday, 5 fourth-
grade girls and 4 fourth-grade boys were absent.
How many fourth grade boys were at Small Tree School on Friday? (Ground truth: 49)

%

Incorrect reasoning before verification:
[Facts]
[1] There are 96 fourth-graders at Small Tree School.
[2] 43 of them are girls.
[3] 5 fourth-grade girls were absent.
[4] 4 fourth-grade boys were absent.
[Reasoning]
Calculate the number of fourth-grade boys initially:
[5] There are 96 fourth-graders, and 43 are girls, so there are 96 - 43 = 53 fourth-grade boys
initially. [1, 2]
Calculate the number of fourth-grade boys present on Friday:
[6] 5 fourth-grade girls were absent, and 4 fourth-grade boys were absent, so there are 53 - 5 - 4 =
44 fourth-grade boys present on Friday. [3, 4, 5]
[Answer]
The answer is 44.

!

Reasoning after post-verification:
The reasoning provided contains an error in the calculation of the number of fourth-grade boys
present on Friday. The error is in step [6], where the number of absent girls is incorrectly
subtracted from the number of boys. Here is the corrected reasoning:
[Facts]
[1] There are 96 fourth-graders at Small Tree School.
[2] 43 of them are girls.
[3] 5 fourth-grade girls were absent.
[4] 4 fourth-grade boys were absent.
[Reasoning]
Calculate the number of fourth-grade boys initially:
[5] There are 96 fourth-graders, and 43 are girls, so there are 96 - 43 = 53 fourth-grade boys
initially. [1, 2]
Calculate the number of fourth-grade boys present on Friday:
[6] 4 fourth-grade boys were absent, so there are 53 - 4 = 49 fourth-grade boys present on Friday.
[4, 5]
[Answer]
The answer is 49.

Table 9: Post-verification of incorrect attribution reasoning trajectories. Benefiting from the attribution structure, the
LLM can clearly pinpoint the location, step, and cause of errors in the verification process.
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Few-shot Demonstrations for Attribution Reasoning Generation (Part I)

1

[Question]
A bag of jellybeans contains 8 black beans and 2 more green beans. It also contains 1 less orange
bean than green beans. How many jellybeans are there in the bag?
[Facts]
[1] A bag of jellybeans contains 8 black beans and 2 more green beans.
[2] A bag of jellybeans also contains 1 less orange bean than green beans.
[Reasoning]
Calculate the number of green beans:
[3] There are 8 black beans and 2 more green beans, therefore there are 8 + 2 = 10 green beans. [1]
Calculate the number of orange beans:
[4] The bag contains 1 less orange bean than green bean, therefore there are 10 - 1 = 9 orange
beans. [2, 3]
Calculate the total number of beans in the bag:
[5] Now there are 8 black beans, 10 green beans and 9 orange beans, therefore there are a total of 8
+ 10 + 9 = 27 beans. [1, 3, 4]
[Answer]
The answer is 27.

2

[Question]
Rebecca runs a hair salon. She charges $30 for haircuts, $40 for perms, and $60 for dye jobs, but
she has to buy a box of hair dye for $10 to dye every head of hair. Today, she has four haircuts, one
perm, and two dye jobs scheduled. If she makes $50 in tips, how much money will she have in
dollars at the end of the day?
If she makes $50 in tips, how much money will she have in dollars at the end of the day?
[Facts]
[1] Rebecca charges $30 for haircuts.
[2] Rebecca charges $40 for perms.
[3] Rebecca charges $60 for dye jobs.
[4] She has to buy a box of hair dye for $10 to dye every head of hair.
[5] Today, she has four haircuts, one perm, and two dye jobs scheduled.
[6] she makes $50 in tips.
[Reasoning]
Calculate how much money Rebecca made from haircuts:
[7] Rebecca makes $30 * 4 = $120 from haircuts. [1, 5]
Calculate how much money Rebecca made from perms:
[8] Rebecca makes $40 * 1 = $40 from perms. [2, 5]
Calculate how much money Rebecca made from dye jobs:
[9] Rebecca makes $60 * 2 = $120 from dye jobs. [3, 5]
Calculate how much money Rebecca cost on buying hair dye:
[10] Rebecca cost $10 * 2 = $20 to buy hair dye. [4, 5]
Calculate how much money Rebecca made:
[11] She makes $120 + $40 + $120 + $50 = $330 in total. [6, 7, 8, 9]
Calculate how much money Rebecca cost:
[12] She cost $20 in total. [10]
Calculate the money Rebecca earned in total:
[13] The money she earns is equal to the income minus the cost, therefore, she makes $330 - $20 =
$310 today. [11, 12]
[Answer]
The answer is $310.

Table 10: Few-shot (4-shot) demonstrations for attribution reasoning rationales generation. (Part I)
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Few-shot Demonstrations for Attribution Reasoning Generation (Part II)

3

[Question]
There are four members in one household. Each member consumes 3 slices of bread during
breakfast and 2 slices of bread for snacks. A loaf of bread has 12 slices. How many days will five
loaves of bread last in this family?
[Facts]
[1] There are 4 members in one household.
[2] Each member consumes 3 slices of bread during breakfast.
[3] Each member consumes 2 slices of bread for snacks.
[4] A loaf of bread has 12 slices.
[5] There are 5 loaves of bread.
[Reasoning]
Calculate how many slices of bread each family member consumes per day:
[6] Each member consumes 3 + 2 = 5 slices of bread in total per day. [2, 3]
Calculate how many slices of bread the family consumes per day:
[7] There are 4 members, so the family consumes 4 * 5 = 20 slices of bread in total per day. [1, 6]
Calculate how many slices of bread are there in 5 loaves of bread:
[8] There are 5 loaves of bread, with each loaf containing 12 slices. Therefore, there are 5 * 12 =
60 slices of bread in total. [4, 5]
Calculate how many days these loaves of bread will last a family:
[9] The family consumes 20 slices of bread per day, therefore the bread last 60 / 20 = 3 days in this
family. [7, 8]
[Answer]
The answer is 3 days.

4

[Question]
At the salad bar, Grandma put three mushrooms on her salad. She also added twice as many cherry
tomatoes as mushrooms, 4 times as many pickles as cherry tomatoes, and 4 times as many bacon
bits as pickles. If one third of the bacon bits were red, than how many red bacon bits did Grandma
put on her salad?
[Facts]
[1] Grandma put 3 mushrooms on her salad.
[2] She also added twice as many cherry tomatoes as mushrooms.
[3] She also added 4 times as many pickles as cherry tomatoes.
[4] She also added 4 times as many bacon bits as pickles.
[5] one third of the bacon bits were red.
[Reasoning]
Calculate the number of cherry tomatoes:
[6] She added twice as many cherry tomatoes as mushrooms, so there are 2 * 3 = 6 cherry tomatoes.
[1, 2]
Calculate the number of pickles:
[7] She added 4 times as many pickles as cherry tomatoes, so there are 4 * 6 = 24 pickles. [2, 3]
Calculate the number of bacon bits:
[8] She added 4 times as many bacon bits as pickles, so there are 4 * 24 = 96 bacon bits. [3, 4]
Calculate the number of red bacon bits:
[9] One third of the bacon bits were red, so there are 1/3 * 96 = 32 red bacon bits. [5, 8]
[Answer]
The answer is 32.

Table 11: Few-shot (4-shot) demonstrations for attribution reasoning rationales generation. (Part II)
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Methods Prompt Templates

MetaMath

Below is an instruction that describes a task.
Write a response that appropriately completes the request.

### Instruction:
{Instruction}

### Response: Let’s think step by step.

Abel

Question
{Instruction}
Answer:
Let’s think step by step.

MAmmoTH

Below is an instruction that describes a task. Write a response that appropriately
completes the request.

### Instruction:
{Instruction}

### Response:

CoT Question: {Instruction}

Attribution
[Question]:
{Instruction}

Table 12: Prompt templates and zero-shot instructions for SFT LLMs.
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Few-shot Examples of Date Understanding Tasks

1

Input:
[Question]
Yesterday was April 30, 2021. What is the date one week ago from today in MM/DD/YYYY?
Output:
[Facts]
[1] Yesterday was April 30, 2021.
[Reasoning]
Calculate the date of today:
[2] If yesterday was April 30, 2021, then today would be May 1, 2021 (05/01/2021). [1]
Calculate the date one week ago from today:
[3] If today is May 1, 2021, then one week ago from today would be April 24, 2021. [2]
[Answer]
Therefore, the answer is 04/24/2021.

2

Input:
[Question]
Jane and John married on Jan 2, 1958. Today is their golden wedding anniversary. What is the date
tomorrow in MM/DD/YYYY?
Output:
[Facts]
[1] Jane and John married on Jan 2, 1958.
[2] Today is their golden wedding anniversary.
[Reasoning]
Calculate the date today:
[3] Since today is is their golden wedding anniversary, which is the 50th anniversary of a marriage
and Jane and John married on Jan 2, 1958. Adding 50 years to Jan 2, 1958 get Jan 2, 2008. So
today is Jan 2, 2008 (01/02/2008). [1, 2]
Calculate the date tomorrow:
[4] Today is 01/02/2008, so tomorrow is 01/03/2008. [3]
[Answer]
Therefore, the answer is 01/03/2008.

3

Input:
[Question]
The day before yesterday was 11/23/1933. What is the date one week from today in
MM/DD/YYYY?
Output:
[Facts]
[1] The day before yesterday was 11/23/1933.
[Reasoning]
Calculate the date today:
[2] The day before yesterday was 11/23/1933, today is 2 days after 11/23/1933, so today is
11/25/1933. [1]
Calculate the date one week from today:
[3] Today is 11/25/1933, and one week is 7 days. So 7 days from today is 12/02/1933. [2]
[Answer]
Therefore, the answer is 12/02/1933.

Table 13: Few-shot examples used in out-of-domain date understanding tasks.
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Few-shot Examples of Object Logical Deduction Tasks

1

Input:
[Question]
On a shelf, there are three books: a black book, an orange book, and a blue book. The blue book
is to the right of the orange book. The orange book is to the right of the black book. What is the
leftmost? A. The black book B. The orange book C. The blue book
Output:
[Facts]
[1] The blue book is to the right of the orange book.
[2] The orange book is to the right of the black book.
[Reasoning]
[3] The blue book is to the right of the orange book, so the order from left to right is [orange book]
[blue book] [1]
[4] The orange book is to the right of the black book, so the black book is to the left of the orange
book. The order from left to right is [black book] [orange book] [blue book] [2, 3]
[5] In this order, the leftmost is the black book. [4]
[Answer]
Therefore, the answer is A. The black book.

2

Input:
[Question]
On a branch, there are three birds: a quail, an owl, and a hummingbird. The quail is to the left of
the owl. The owl is to the left of the hummingbird. What is the second from the left? A. The quail
B. The owl C. The hummingbird
Output:
[Facts]
[1] The quail is to the left of the owl.
[2] The owl is to the left of the hummingbird.
[Reasoning]
[3] The quail is to the left of the owl, so the order from left to right is [quail] [owl] [1]
[4] The owl is to the left of the hummingbird, so the hummingbird is to the right of the owl, the
order from left to right is [quail] [owl] [hummingbird]. [2, 3]
[5] In this order, the second from the left is the owl. [4]
[Answer]
Therefore, the answer is B. the owl.

3

Input:
[Question]
In an antique car show, there are three vehicles: a sedan, a tractor, and a bus. The sedan is older
than the tractor. The bus is older than the sedan. What is the second-newest? A. The sedan B. The
tractor C. The bus
Output:
[Facts]
[1] The sedan is older than the tractor.
[2] The bus is older than the sedan.
[Reasoning]
[3] The sedan is older than the tractor, so the order from old to new is [sedan] [tractor] [1]
[4] The bus is older than the sedan, so the order from old to new is [bus] [sedan] [tractor] [2, 3]
[5] In this order, the second-newest is the sedan.
[Answer]
Therefore, the answer is A. The sedan.

Table 14: Few-shot examples used in out-of-domain object logical deduction task.
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Few-shot Examples of StrategyQA Tasks

1

Input:
[Question]
Would a block of iron sink in water?
Output:
[Facts]
[1] The density of iron is 7.86 g/cm³
[2] The density of water is 1 g/cm³.
[Reasoning]
[3] Since the density of iron (7.86 g/cm³) is greater than the density of water (1 g/cm³), the block of
iron would sink in water. [1, 2]
[Answer]
Therefore, the answer is Yes.

2

Input:
[Question]
Did Aristotle use a laptop?
Output:
[Facts]
[1] Aristotle lived from 384 to 322 BCE.
[2] Laptops and modern computing devices were not invented until thousands of years later.
[Reasoning]
[3] Given the time period in which Aristotle lived, it is impossible for him to have used a laptop. [1,
2]
[Answer]
Therefore, the answer is No

Table 15: Few-shot examples used in out-of-domain StrategyQA tasks.
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