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Abstract

Multiple choice questions (MCQs) are often
used in both employee selection and training,
providing objectivity, efficiency, and scalability.
However, their creation is resource-intensive,
requiring significant expertise and financial in-
vestment. This study leverages large language
models (LLMs) and prompt engineering tech-
niques to automate the generation and valida-
tion of MCQs, particularly within the context
of university regulations. Mainly, two novel
approaches are proposed in this work: an auto-
matic question generation system for university
resolution and an automatic evaluation system
to assess the performance of MCQ generation
systems. The generation system combines dif-
ferent prompt engineering techniques and a re-
view process to create well formulated ques-
tions. The evaluation system uses prompt en-
gineering combined with an advanced LLM
model to assess the integrity of the generated
question. Experimental results demonstrate the
effectiveness of both systems. The findings
highlight the transformative potential of LLMs
in educational assessment, reducing the bur-
den on human resources and enabling scalable,
cost-effective MCQ generation.

1 Introduction

Multiple-choice questions (MCQs) are often used
in employee selection and training due to their
objectivity, efficiency, and scalability. The hir-
ing processes of technical-administrative staff in
Brazilian federal educational institutions, for ex-
ample, are conducted through competitive exams
composed predominantly of MCQs regarding legis-
lation and technical subjects. Furthermore, for ca-
reer advancement in these institutions, employees
must complete several training courses that are also
generally assessed using MCQs. Specific training
sessions, as well as evaluations in these programs,
frequently utilize this format. The increasing preva-
lence of online learning has further amplified the

demand for MCQs, consolidating their role as an
essential tool in contemporary educational and pro-
fessional environments (Kurdi et al., 2020; Mulla
and Gharpure, 2023; Yang et al., 2024).

A system for automatic generation of MCQs
about laws and resolutions would be highly bene-
ficial for Brazilian federal educational institutions.
Producing MCQs is a resource-intensive process,
often requiring significant effort, expertise, and fi-
nancial investment. Specialists must participate in
the process to ensure that questions are accurate,
relevant, and challenging while covering the target
spectrum of knowledge and skill. The process of
reviewing, testing, and validating these questions
to ensure they meet quality standards can further
increase costs (Kurdi et al., 2020). An automated
system would streamline the creation of these ques-
tions, reducing the burden on faculty and staff, en-
suring consistency and quality in the evaluation
process, and minimizing the risk of errors that lead
to question annulments. It could also enable appli-
cations that are unfeasible with human generation,
such as creating personalized sets of questions for
each employee under training, adjusting difficulty
levels based on previous answers, and integrating
with external information systems.

The evaluation of MCQ generation systems
poses important challenges. Each new method
leads to the creation of novel sets of questions that
must be assessed. Unlike other tasks in artificial
intelligence, ground-truth data is not available for
comparison since new questions are generated at
every round. The manual evaluation of questions
is an alternative, but it is highly time-consuming
and costly. Moreover, a fair comparison of meth-
ods would require the use of consistent criteria
and mechanisms for preventing subjective biases.
An automatic evaluation system would ensure a
standardized, objective, and efficient assessment
process.

Previous works explored systems based on natu-
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ral language processing (NLP) and large language
models (LLMs) for MCQ generation (Kurdi et al.,
2020; Mulla and Gharpure, 2023; Yang et al., 2024).
Mitkov et al. (2006) proposed a semi-automatic
question generation system using traditional NLP
techniques. These techniques were also employed
later by Araki et al. (2016). They used co-reference
resolution and paraphrase detection to achieve state-
of-the-art performance at that time. Das et al.
(2022) combined classical NLP techniques with a
multi-criteria decision-making approach to achieve
high-quality question generation and an accuracy
of up to 79% in automatic answer assessment.

Most recent approaches rely on transformers and
LLMs. Akyon et al. (2022) fine-tuned a multilin-
gual T5 transformer with a Turkish QA dataset,
achieving state-of-the-art performance for auto-
matic question generation with Turkish texts. Sim-
ilarly, Goyal et al. (2024) fine-tuned a T5 Trans-
former, but improved diversity by incorporating
metrics that ensure this characteristic in the train-
ing objective function. Li et al. (2023) combined
knowledge graphs with language models to enable
multi-hop question generation, allowing the gen-
eration of questions integrating multiple contexts.
The availability of larger LLMs pre-trained on mas-
sive amounts of data allowed the solution of several
tasks without domain-specific fine-tuning. Lee et al.
(2023) achieved high-quality question generation
for English education using ChatGPT and prompt
engineering techniques. This approach is the most
similar to the present study, but, to the best of our
knowledge, none of the previous works focused on
the same domain nor presented automatic method-
ologies for measuring the performance of MCQ
generation systems.

This work proposes two novel systems. First, a
system based on LLMs for automatic generation
of MCQs for resolutions in the context of Brazil-
ian federal educational institutions. The system
explores a combination of different prompt engi-
neering techniques and a review process to gener-
ate high-quality MCQs. Second, an LLM-based
system for the automatic evaluation of MCQ gen-
eration systems. The system explores prompt en-
gineering techniques together with an advanced
LLM to judge whether a question is valid or not.
Experiments first validate the proposed evaluation
system by comparing the judgments they provide
with the ones produced by human experts. Once
the correctness of the evaluation system is verified,
it is used to assess the automatic MCQ generation

system. Finally, a study is performed to ensure that
all prompt engineering techniques included in the
system contribute positively. Results show that the
evaluation system is consistent with human experts,
the MCQ generation system produces high-quality
questions, and all prompt engineering techniques
are indeed fundamental to the proposed system. To
summarize, the main contributions of this study
are:

• The development of a system to generate
MCQs from University Resolutions for em-
ployee hiring, training, or evaluation pur-
poses.

• The development of an automatic evaluation
system to assess MCQ generation approaches.

• The creation of a dataset of automatically gen-
erated MCQs, manually evaluated by special-
ists, to test question evaluation systems.

2 Automatic Multiple-Choice Question
Generation System

The generation system (illustrated in Figure 1) com-
prises a multi-stage pipeline that preprocesses the
resolutions, generates a preliminary set of ques-
tions/answers, and reviews each of them to ensure
they meet acceptable standards. The following sec-
tions detail the system components.

2.1 Preprocessing

The dataset comprises open-access resolutions
(PDF documents) downloaded from the university
website, as further detailed in Section 4. The reso-
lutions consist of a sequence of numbered articles
that outline specific points, provisions, or regula-
tions intended to address particular academic or
administrative issues. The preprocessing involves
converting the selected PDF files to text and using
a custom algorithm to remove unwanted elements
such as page numbers, repeated headers, footers,
names of signatories, and other extraneous infor-
mation. The final phase of preprocessing organizes
the elements into a JSON file, where the articles
are arranged in a list, and other elements such as
titles, footers, and notes are programmatically ac-
cessible. The output of the preprocessing phase is a
collection of JSON files, each representing a single
resolution.
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Figure 1: Overview of the two proposed methods, the question generation system (shown in blue) and the question
evaluation system (shown in yellow). The process begins by inputting PDF files of the resolutions into the Question
Generation System. Here, the documents are initially preprocessed and then divided into individual articles. Each
article passes through the Glossary Generation, the Preliminary Question Module, and the Question Review Module
to generate questions. These generated questions are then evaluated by the Question Evaluation System, resulting in
the validated questions.

2.2 Question generation

In the question generation process, each article
(JSON file) is processed individually, with one ar-
ticle giving rise to a single question. The core of
the generation system comprises the Preliminary
Question Module and the Question Review Mod-
ule. Each module individually communicates with
an LLM in order to generate their respective output.
The system supports the use of different LLMs en-
abling comparing the performance with different
modules. APIs have been implemented for Chat-
GPT 3.5, ChatGPT 4.0, Llama 3 8B, Llama 3 70B,
and Mixtral 8B.

2.2.1 Preliminary question module
This module is responsible for choosing a topic and
generating a preliminary question with the respec-
tive five possible answers (one correct and four in-
correct). The module combines a set of prompt en-
gineering techniques, such as Role-based Prompt-
ing, Glossary Use, One-shot prompting, and Chain-
of-thoughts, to obtain an initial well-posed MCQ.
These techniques (detailed in Section 2.3) are ap-
plied sequentially and can be enabled or disabled
to allow investigating the contribution of each of
them individually.

2.2.2 Question review module
This module is responsible for reviewing a multiple-
choice question to ensure that there is only one
correct answer plus four incorrect answers. This
module can also be enabled or disabled in order to
allow investigating its contribution on the question
generation process. Basically, the module com-

bines a set of prompt engineering techniques (de-
scribed later in Section 2.3), such as Role-based
Prompting, Glossary Use, One-shot prompting, and
Self-Review, to either improve or discard the im-
puted question.

2.3 Prompt engineering techniques

The mentioned prompt engineering techniques are
detailed in the following subsections. The actual
prompts can be found in Appendix A.

2.3.1 Role-based prompting
This technique assigns a specific role or persona to
an LLM to guide its responses (Sahoo et al., 2024).
By framing the model’s task through a defined role,
such as “You are a professor creating questions for
students,” the responses generated by the model
become more contextually relevant and focused.
This method usually enhances the coherence and
quality of the output, aligning it closely with the
intended purpose.

2.3.2 Glossary use
This technique relies on a glossary of the ana-
lyzed text (e.g., one resolution) to enable more
self-contained prompts. This is particularly help-
ful when the prompt is built from text fragments
comprising acronyms and terms pertinent to the res-
olution scope, but whose definitions are provided
outside the fragment. To be able to use this tech-
nique, it is necessary to build the glossary first.

The automatic glossary generation starts by di-
viding the text into parts and prompting the LLM
to list all terms and acronyms defined in each part,
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along with their corresponding definitions. The out-
puts are then accumulated into a glossary to be used
when needed. The structured nature of resolutions
allows this straightforward technique to ensure all
necessary context information is available for arti-
cle analysis. For example, a hypothetical resolution
could have an article M that defines an acronym,
and an article N that uses it.

Article M: The Study Monitoring Plan (SMP)
is intended for students with low academic perfor-
mance, with the aim of helping them successfully
complete their studies.

Article N: Students will be included in the SMP
if they have three course failures or abandon a
semester.

In this example, if article N is used alone to
generate a question, the LLM might incorrectly
assume the meaning of the acronym, resulting in
a poorly generated question. When Article M
passes through the glossary generation module, the
acronym SMP, along with its definition and expla-
nation, is exported to the glossary. Later, when
Article N passes through the glossary generation
module, the acronym SMP will be detected in the
text, and it will be imported from the glossary to
be used in subsequent modules.

2.3.3 One-shot prompting
This technique provides a specific example of the
desired output format or style along with the in-
put, to help the model understand and generate
responses that match the provided example (Brown
et al., 2020). This method leverages the model’s
ability to generalize from minimal data, enabling
it to produce accurate and contextually appropriate
responses based on a single illustrative prompt. In
this work, five examples of question types were al-
ternated to generate questions. If an example leads
to an invalid question generation (decided by the
review module), the generation process is repeated
with a different example (cycling through the 5 of
them).

2.3.4 Chain-of-thoughts (CoT)
This technique was developed by researchers at
Google (Wei et al., 2022) to enhance the reason-
ing capabilities of LLMs. It encourages them to
explain their reasoning by prompting the model to
outline its steps to arrive at an answer. This method
has shown promising results in a variety of appli-
cations, from solving mathematical problems to
generating detailed and coherent narratives. In this

work, an instruction is added to the prompt asking
the LLM to explain the reasoning before generating
the question. If this technique is used together with
the one-shot prompting, it is necessary to ensure
the example is also described in a CoT manner.

2.3.5 Self-review
This technique asks an LLM to critique its own
response in order to generate an improved answer
(Madaan et al., 2023). In this work, subsequent
review steps are performed to analyze different as-
pects of the question as follows: format, to ensure
a multiple-choice format similar to the automatic
evaluation system (Section 3); language, to ensure
the question was written in the correct language;
grammar, to verify if the question has any gram-
matical mistakes; relevance, to ensure the question
is pertinent to the context used. If any of these fail,
the question is discarded and the review informa-
tion is added to the next generation prompts. In
addition, the LLM is prompted to evaluate (i) the
statement alone and (ii) each of the options individ-
ually but preceded by the statement. In case of a
bad statement identification, it is rejected, but, in
case of a invalid combination of correct and incor-
rect options, the LLM is prompted to regenerate
the problematic part.

3 Automatic Question Evaluation System

The automatic question evaluation system aims to
provide a systematic manner of measuring the per-
formance of question generation systems. It takes
as input the question’s statement, the respective
options, the correct answer, and the context used
to generate the question (in this work, the resolu-
tion title, the article, and glossary entries). The
system then generates a series of prompts to assess
the validity of the question based on five different
criteria using a more advanced LLM model such
as GPT-4o. The evaluation system’s output is a
JSON object with five validation checks, one for
each tested criterion. A question is considered valid
only if it satisfies all five criteria.

This evaluation system uses a different LLM
from the generation system to prevent bias, ensur-
ing a more accurate assessment. If the same LLM
is used for both generation and evaluation, it tends
to overlook flaws in its own output, leading to a
less rigorous evaluation. This system is indepen-
dent of the generation system and can be used in a
standalone manner for a context-aware evaluation
of any multiple-choice questions. It is important
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to note that although the Question Review Module
and the Evaluation System have some overlapping
functionalities, they use different prompts since the
evaluation system is designed to be independent
(seeing each other as black boxes) and not use the
output of the other modules.

The following subsections describe the validity
criteria used in the evaluation system.

3.1 Format

Questions generated must strictly adhere to the
multiple-choice format, consisting of a statement
followed by five options. Despite the specific in-
structions in the prompt, some language models
produce questions in other formats such as cloze,
true or false, or with fewer or more than five op-
tions. Each question must be in valid JSON format
to ensure its fields can be accessed via code. There-
fore, if the JSON can be successfully parsed by a
JSON library and contains the correct fields, the
question format is considered valid.

3.2 Language

The complete question, including the statement
and all options, should be in Brazilian Portuguese.
This criterion was added due to instances where
some language models, despite being specified as
multilingual, occasionally responded with the en-
tire question or certain parts of it in the incorrect
language. Therefore, the LLM is prompted to an-
swer whether the whole text of a question was in
Portuguese being considered invalid otherwise.

3.3 Grammar

Proper grammar ensures that the questions are eas-
ily understood by test-takers, reducing the likeli-
hood of misinterpretation and enhancing the accu-
racy of the assessment. Therefore, the LLM was
prompted to answer whether there was a grammati-
cal mistake in the question, being considered valid
otherwise.

3.4 Relevance

A prompt was constructed to test whether the ques-
tion is considered relevant, i.e., whether it pertains
to the core themes and concepts discussed in the
article of the resolution, and whether it does not
focus on memorizing specific article details such
as the article number, specific dates, or the precise
wording used, rather than engaging with the im-
portant ideas and content presented in the article.

Questions not meeting these criteria are considered
invalid.

3.5 Options

The question should have one correct option and
four incorrect options. This was evaluated using
the best possible answer approach, acknowledg-
ing that real-world scenarios may not always have
one perfectly correct solution, and testing the ex-
aminee’s ability to choose the most appropriate or
best answer. Therefore, if one option is partially
correct and all the other four are totally incorrect,
the question is considered valid. For this criterion,
two verifications were performed: one to ensure
that one and only one option was correct and the
other to ensure the marked correct answer (i.e., the
marked ground truth) was actually the right one.
For the first verification, five prompts are created,
each containing the statement of the question and
one option as the answer. The LLM is then asked
to grade each answer on a scale from 0 to 10. If the
highest-scoring option exceeds the second-highest
by 5 points or more, the question is considered
valid. In the second verification, a question is con-
sidered valid if the option identified as correct in
the first verification matches the one indicated as
correct by the generation system.

4 Experimental Methodology

This section presents the experimental methodol-
ogy, including the processes of dataset collection
and division, the performance metrics, and a de-
tailed description of the conducted experiments.
Details of the computational environment used for
the experiments are provided in Appendix C.

4.1 Datasets

The data used in this study consist of two primary
collections: resolutions from a Brazilian educa-
tional institution, which are utilized to generate
questions, and a set of manually verified questions
derived from the articles in the resolutions, em-
ployed to assess the performance of the evaluation
system.

Resolutions dataset: The resolutions were man-
ually downloaded from the official website of the
University, available at https://daocs.ufes.br/
conselho-de-ensino-pesquisa-e-extensao.
With expert assistance, we discarded temporary
resolutions and those specific to particular events,
as they are not suitable for testing the knowledge

https://daocs.ufes.br/conselho-de-ensino-pesquisa-e-extensao
https://daocs.ufes.br/conselho-de-ensino-pesquisa-e-extensao
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of employees or applicants. The final collection
comprises 43 resolutions in PDF format, totaling
1,020 articles.

Manually-verified questions dataset: This
dataset comprises 400 questions created with
our generation system and subsequently verified
through a manual review process. An expert
verified each question inspecting the format, the
language, the grammar, the relevance, and the
answer options. For each criterion, the expert
marked the question as either valid or invalid.
Additionally, each option of the question was
labeled by the expert as correct or incorrect. Some
questions were manually modified so that each
criterion includes at least 10 invalid questions.

The questions are used as input to the evaluation
system, and the expert-provided information serves
as ground truth for evaluating the system’s output.
The dataset is divided into a validation set, consist-
ing of 200 verified questions, and a test set with the
remaining 200 questions.

4.2 Experiments

This study was divided into three distinct experi-
ments. The initial experiment aimed to determine if
automatic evaluation of questions could accurately
assess the quality of generated questions. The
second experiment focused on identifying which
prompt engineering techniques could enhance the
automatic question generation process. The final
experiment evaluated the viability of the resulting
automatic question generation system.

4.2.1 Evaluation system experiment
This experiment was designed to test whether the
automatic question evaluation system can accu-
rately assess the validity of generated multiple-
choice questions and was structured in two phases.
The first phase involved iteratively modifying the
methodology and running the evaluation system
against the validation subset of the manually veri-
fied questions dataset to optimize the performance
metrics. During this phase, the prompts were man-
ually calibrated to enhance evaluation performance,
following a process similar to that proposed by Liu
et al. (2024). In the second phase, the system was
no longer modified and the manually verified test
set was used to measure the system’s performance
metrics, a crucial step to avoid overfitting the test
metrics. In each phase, five specific types of verifi-
cation were conducted, with performance metrics

calculated for each type individually and also col-
lectively in an overall evaluation that combined all
types.
Performance metrics: true positives (TP), true
negatives (TN), false positives (FP), false negatives
(FN), balanced accuracy (BA) and F1 score (F1).
These metrics were applied both at the local level
for each evaluation step (specific error type) and
globally for the overall evaluation, taking all errors
into account. For example, for the format evalu-
ation, a true positive occurred when both manual
and automatic evaluation agreed that a question’s
format was valid, while a true negative occurred
when both agreed on its invalidity. A false posi-
tive occurred when the manual evaluation labeled
the question as invalid, whereas the automatic eval-
uation considered it valid. A false negative was
recorded when the manual evaluation found the for-
mat valid but the automatic evaluation disagreed.
The BA and F1 were calculated from these metrics.

4.2.2 Prompt engineering experiment
This experiment was designed to test whether dif-
ferent prompt engineering techniques improve the
quality of automatic question generation by LLMs.
It involved executing a baseline prompt and five
different prompt pipelines, with each prompt engi-
neering technique applied separately to assess their
ability to improve performance as measured by the
evaluation system. To this end, the generation sys-
tem was run once for each prompt, totaling 1,200
questions (6 runs × 200 questions). These ques-
tions were then processed through the automatic
question evaluation system to determine their va-
lidity and calculate the performance metrics. Tech-
niques that demonstrated better performance than
the baseline were incorporated into the final sys-
tem implementation. Performance metric: rate of
valid questions.

4.2.3 Question generation experiment
This final experiment was designed to test whether
the integration of selected prompt engineering tech-
niques with the selected LLM significantly im-
proves the performance of automatically generated
questions. It involved integrating all prompt engi-
neering techniques selected in the previous experi-
ment to develop an automatic question generation
system. The experiment consisted of executing
the system with the resolutions dataset as input
to generate 1,020 questions, one for each article.
The generated questions were then assessed by the
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evaluation system for an overall assessment of the
generation system. Subsequently, a sample of 100
generated questions was manually verified to con-
firm the results.

Performance metrics: count of valid and invalid
questions, and the rate of valid questions.

5 Results and Discussion

5.1 Evaluation system experiment

The results of the first experiment, shown in Ta-
ble 1, demonstrate that the evaluation system is
a viable solution for testing the validity of gener-
ated questions. Comparatively, GPT-4o exhibited
peak performance in terms of format, language, and
grammar, correctly evaluating all 200 questions on
these three criteria. Evaluating the relevance of the
questions proved to be more challenging, largely
because this task is subjective. As a result, in 8 out
of 200 questions the automatic evaluation differed
from the ground truth for this criterion. The most
frequent errors occurred in evaluating the options,
a nuanced task requiring that only one option is cor-
rect. In this criterion, 9 out of 200 questions were
evaluated differently from the ground truth. The
specific TP, FP, TN and FN values can be found in
Table 4 of Appendix B.

Dataset Criterion BA1 F12

Format 100% 100.00%

Language 100% 100.00%

Validation Grammar 100% 100.00%

Relevance 89.07% 97.69%

Options 94.97% 96.50%

All Criteria 91.24% 92.31%

Format 100% 100.00%

Language 100% 100.00%

Test Grammar 100% 100.00%

Relevance 90.81% 98.02%

Options 93.43% 94.82%

All Criteria 89.94% 91.15%
1Balanced Accuracy, 2F1 score

Table 1: Results of the evaluation system experiment.

5.2 Prompt engineering experiment

The results of the second experiment are presented
in Table 2. The self-review technique yielded
the most significant improvement compared to the
baseline, followed by the automatic glossary gener-
ation. One-shot prompting also presented a small
improvement for this particular issue. The tech-
nique that showed the least improvement was role-
based prompting, although it did not degrade the
results, indicating its use is safe. Llama 3 70b pre-
sented the best results among the evaluated models,
and all prompt techniques showed improvement
when compared with the simple prompt baseline.
Therefore, the final experiment (question genera-
tion) was performed with Llama 3 combining all
prompt engineering methods.

Technique GPT1 Llama2 Mixtral3

Baseline 41.5% 73.0% 43.5%

Glossary 47.0% 78.5% 47.5%

CoT 45.5% 76.0% 47.5%

Self-review 49.5% 79.5% 48.0%

One-shot 45.0% 76.5% 44.5%

Role 42.0% 73.5% 43.5%
1Chat GPT-3.5, 2Llama 3 70b, 3Mixtral 8x7b

Table 2: Valid question rates for the prompt engineering
experiment according to the automatic evaluation sys-
tem.

5.3 Question generation experiment

The results of the final experiment, shown in Table
3, reveal that the performance of Llama 3 70b, en-
hanced by the prompt engineering techniques, is
significantly superior to the baseline. It generated
94.4% valid questions, in contrast to the baseline’s
75.1%, as measured by the evaluation system. To
further confirm the results, a random sample of
the generated questions was chosen to be evalu-
ated manually. As shown in the same table, the
manual evaluation aligns with the automatic evalu-
ation, though the latter slightly overestimated the
performance. This is acceptable, considering that
without an automatic evaluation process, the gener-
ation assessment for comparison purposes becomes
prohibitive. Since each run of a question generation
system produces a new set of questions, it would
require manual inspection for every iteration of
the system. Thus, the combination of automatic
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and sampled manual evaluations ensures a compre-
hensive and efficient assessment of the system’s
performance. The values used to calculate the rates
in Table 3 can be found in Table 5 of Appendix B.

Following is an example of a generated question
(translated to English for presentation purposes
only) comprising the context and the generated
question itself (additional examples can be found
in the Appendix D).
Context: Article 10. The supervisor of Scientific
Initiation students must be an active, compliant
member of the University’s permanent staff,
with recent scientific production in their field
as documented in their curriculum and have
fulfilled all obligations to the Scientific Initiation
Program with no pending issues related to the
submission/evaluation of partial or final reports.
Generated Question: Which of the following
criteria is NOT necessary for a supervisor of
students in the Scientific Initiation Program?
a) Be a staff member affiliated with the University.
b) Be part of the permanent staff and currently
active.
c) Be a researcher with recent scientific production
in their field, recorded in their Curriculum.
d) Be up to date with their obligations to the
Scientific Initiation Program.
e) Have a minimum qualification of a PhD degree.
Answer: e

Automatic Manual
Criteria %Valid∗ %Valid∗

Format 100% (91.1%) 100% (91%)

Language 100% (95.6%) 100% (95%)

Grammar 100% (99.7%) 100% (100%)

Relevance 98.5% (98.3%) 97% (97%)

Options 95.9% (90.4%) 94% (87%)

All Criteria 94.4% (75.1%) 91% (72%)
∗Final System (Baseline)

Table 3: Automatic and manual valid question rates for
the question generation experiment.

5.4 Discussion
The proposed system was highly effective in han-
dling questions with invalid format, grammar, or
language, completely eliminating these errors, al-
though such issues were already rare in the base-

line. While the system successfully addressed these
challenges, the LLMs showed limited ability in de-
tecting irrelevant questions, resulting in no signifi-
cant improvement in this problem. In contrast, the
self-review module showed notable performance
in detecting option problems, such as the absence
of a correct answer or the presence of multiple cor-
rect answers, the task that took the longest time in
manual evaluation. As pointed out in Table 3, this
ability allowed the system to significantly reduce
the number of questions with this issue compared
to the baseline. A qualitative analysis further re-
vealed that the questions produced by the proposed
system were of higher quality than those from the
baseline.

Additionally, the structure of questions gener-
ated by LLMs is highly influenced by the one-shot
example. For instance, some questions may ask
which option is correct, while others may ask which
option is incorrect. Similarly, some questions may
directly request the definition of a concept, while
others create a scenario and then ask how the con-
cept should be applied. When an one-shot example
is included, the majority of the generated questions
tend to follow a structure similar to that of the ex-
ample. By using one-shot examples with varied
structures, the proposed system generated struc-
turally diverse questions, as qualitatively observed
by human reviewers.

While the resolutions of the university are avail-
able on the web, they lack coverage in the form
of books, articles, and human-generated questions
and answers. Consequently, it is likely that the
training data of LLMs contain insufficient informa-
tion on this topic. A straightforward test, asking
the LLMs about unique processes of the university
without providing the corresponding resolution, re-
vealed that the models often answered incorrectly.
This indicates a significant gap in prior knowledge
related to the subject. Furthermore, in many cases
where the context provided in the prompt does not
clearly define a domain specific concept, the LLM
tends to rely on its prior knowledge to infer a defini-
tion, leading to the generation of invalid questions.
These questions are mistakenly accepted as valid
by the automatic evaluation system, as the eval-
uation LLM aligns with the generation LLM in
accepting the inferred definitions as correct. Using
two different LLMs for question generation and
evaluation mitigated this issue but did not entirely
eliminate it. Shared biases persist even between
distinct LLMs, likely due to overlapping training
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data. The prompts were also iteratively improved
to further mitigate this problem.

We also observed that generating multiple-
choice options requires logical reasoning. For in-
stance, the options for a question can sometimes be
structured in a way that allows the test-taker to de-
duce the correct answer solely through logic, with-
out requiring any understanding of the core con-
cepts being assessed. Although such instances are
few, there were cases where questions considered
valid by the automated evaluation system failed
to meet relevance or option validity criteria dur-
ing manual review. This often occurred because
the LLMs struggled to apply logical reasoning cor-
rectly regarding the interactions among the options.
The automatic review process was designed to mit-
igate this issue as much as possible.

In the manual evaluation, questions were also
scored from 0 to 10 for each criterion, but we de-
cided to use only the valid/invalid labels, as they
are more straightforward for a human expert to
define and easier for groups of experts to reach a
consensus. Preliminary results indicated that the
performance with either approach is similar (the av-
erage scores were close to the valid question rates).

To use the system for generating an exam based
on a set of regulations, the user must first download
the regulations in PDF format and upload them
into the system. The system’s preprocessing mod-
ule will then convert the PDF files into plain text
for programmatic use. Subsequently, the system
generates one question for each article in the regula-
tions. The most suitable questions for the exam can
be selected either manually or by using a prompt
to instruct the LLM to make the selection.

6 Conclusion

This study addressed two relevant topics: the auto-
matic question generation and the automatic ques-
tion evaluation, both using LLMs and prompt en-
gineering techniques. The domain of investiga-
tion was university resolutions for training univer-
sity employees. The first experiment demonstrated
that our evaluation system identifies valid/invalid
questions with more than 89.9% of balanced ac-
curacy. The second experiment showed that each
of the investigated prompt engineering technique
contributed to the improvement of the system per-
formance, being the reviewing module the most rel-
evant. Finally, the third experiment demonstrated
that the combined prompt engineering techniques

significantly enhanced the performance of the ques-
tion generation system compared to the baseline.
The combined techniques yielded an increase in
balanced accuracy of approximately 19 percentage
points for both manual and automatic evaluation.

The results confirmed that strategic enhance-
ments in prompt design significantly elevate the
performance of automatic question generation sys-
tems. In addition, the results of the evaluation sys-
tem facilitates the further development of question
generation systems by providing means of evaluat-
ing questions automatically.

7 Limitations

While the designed system shows promising results,
certain limitations must be acknowledged. First,
although the system is theoretically applicable to
any context, our main evaluation was limited to the
domain of university resolutions. In this regard,
we conducted a small experiment to evaluate the
system’s applicability to another legal domain, suc-
cessfully applying it to Brazilian labor laws. The
results, detailed in Appendix E, indicate promising
performance in this domain. While the system is ex-
pected to perform well across other legal domains,
demonstrating strong generalizability requires test-
ing in a broader range of contexts. Furthermore, no
tests were conducted to assess the system’s adapt-
ability to non-legal domains, which represents a
significant limitation. While the system could po-
tentially generalize to other non-legal domains with
modifications or tuning, its effectiveness in such
contexts remains untested and may be influenced
by domain-specific challenges.

Additionally, while the automatic question gen-
eration system can be configured to use multiple ar-
ticles as input for generating a single question, the
majority of the generated questions are not multi-
hop questions that integrate information from dif-
ferent articles. Instead, the system tends to generate
questions focused on a single article, completely
ignoring the others. However, a subset of the gener-
ated questions successfully formed valid multi-hop
questions, indicating a promising direction for fu-
ture research. A small experiment was conducted
to explore the system’s potential and limitations
in producing multi-hop questions, with the results
detailed in Appendix F.

Addressing these limitations in future work is
crucial to improve the system’s ability to handle
complex questions and broaden its applicability.
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A.1 List the acronyms used in an article

{article content} Please list the acronyms used in
this article. Respond ’No’ if the article does not use
any acronyms. Respond only with the acronyms
separated by commas. Do not respond with any-
thing else.

A.2 Create a question

Considering the following resolution where some
articles are omitted: {header content} [...] {article
content} [...] Create an objective question with
five alternatives about article {n}. Consider that
the person answering the question does not have
access to the resolution, so the question should be
very complete. Respond only with the question and
indicate the correct alternative at the end.

A.3 Convert the question to JSON

{question content} Convert the above question to
JSON in the format: { "statement": "{question
statement}", "options": [ "{alternative A}", "{al-
ternative B}", "{alternative C}", "{alternative D}",
"{alternative E}" ], "answer": "{correct answer (a,
b, c, d, or e)}" } Respond only with the raw JSON,
without formatting.

A.4 Describe the article

Considering the following resolution where some
articles are omitted: {header content} [...] {article
content} [...] Describe article {n} and highlight the
main aspects addressed in the text.

A.5 Create a question considering the main
points

Considering the following resolution where some
articles are omitted: {header content} [...] {article
content} [...] The main points about the article
are: {key points} Create an objective question with
five alternatives about article {n}. Consider that
the person answering the question does not have
access to the resolution, so the question should be
very complete.

A.6 List and describe any errors in the
question

Considering the objective question about the fol-
lowing resolution where some articles are omitted:
{header content} [...] {article content} [...] Ques-
tion: {question content} Does this question have
any errors? List the errors and describe each one
individually.

A.7 Improve the question

Considering the objective question about the fol-
lowing resolution where some articles are omitted:
{header content} [...] {article content} [...] Ques-
tion: {question content} Considering these criti-
cisms regarding the question: {critique content}
Improve the question, considering the mentioned
criticisms.

A.8 Answer the question

Considering the objective question about the fol-
lowing resolution where some articles are omit-
ted: {header content} [...] {article content} [...]
Question: {question content} Please, answer the
objective question. The answer should contain only
one letter A, B, C, D, or E indicating the correct
alternative.

A.9 Fix multiple correct alternatives error

Considering the following article and the question
based on this article: {header content} [...] {article
content} [...] Question: {question content} Rewrite
the question to ensure it has only one correct alter-
native. Respond only with the question.

A.10 Test if question depends on external
information

Considering the following article and the question
based on this article: {header content} [...] {ar-
ticle content} [...] Question: {question content}
Does the question depend on any information not
available in the text? Respond only ’Yes’ or ’No’.

A.11 Validade question format

Considering the following article and the question
based on this article: [Article content] Question:
[Question content] Does the question have a state-
ment and 5 options? Answer only ’Yes’ or ’No’.

A.12 Validate the language of the question

Considering the following article and the question
based on this article: {header content} [...] {article
content} [...] Question: {question content} Is the
entire text in Portuguese? Respond only ’Yes’ or
’No’.

A.13 Validate the relevance of the question

Considering the following article and the question
based on this article: {header content} [...] {article
content} [...] Question: {question content} Please
grade the relevance of this question relative to the
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text with a score from 0 to 10. A question is consid-
ered relevant if it pertains to the core themes and
concepts discussed in the text, engages with the
important ideas and content presented, and does
not focus on memorizing specific details such as
specific dates, or precise wording. Answer only
with the number corresponding to the score.

A.14 Validade the grammar of the question

Considering these specific terms and acronyms
within the context: {Glossary content} Consider-
ing the following article and the question based
on this article: {Article content} Question: {Ques-
tion content} Is there any grammatical error in the
question? Answer only ’Yes’ or ’No’. Prompt to
validade the formulation of the question Consid-
ering the following article and the question based
on this article: [Article content] Question: [Ques-
tion content] Is the question formulation correct?
Answer only ’Yes’ or ’No’.

A.15 Validate the answer of the question
(must be used 5 times, one for each
option)

Considering the following article and the question
based on this article: [Article content] Question:
[Question statement] Answer: [Question option]
Evaluate the answer to this question with a score
from 0 to 10, with 0 being completely wrong and
10 being completely correct. Answer only with
the number corresponding to the score. Alternative
prompt to validade the answer of the question (must
be used 5 times, one for each option). Considering
the following article and the question based on
this article: [Article content] Question: [Question
statement] Answer: [Question option] Is the answer
correct? Answer only ’Yes’ or ’No’.

A.16 Generate the glossary (with a one-shot
example)

Extract all acronyms and terms defined in the
following article along with their respective def-
initions and respond in JSON: {article content}
{ "Acronym1": "Example1", "Acronym2": "Ex-
ample2", "Acronym3": "Example3" } Extract all
acronyms and terms defined in the following article
along with their respective definitions and respond
in JSON: {article content}

A.17 Persona to be added to the prompt

You are an experienced professor specializing in
creating multiple-choice questions for exams and

corporate training. Your task is to develop chal-
lenging and well-structured questions that com-
prehensively assess candidates’ knowledge. Each
question should include: - A clear and concise state-
ment: Explain precisely what is being asked. - Five
answer choices (A, B, C, D, E): Four incorrect and
one correct, all plausible to test the candidate’s real
understanding. - Indicate which of the five is the
correct answer.

A.18 Alternative persona to be added to the
prompt

You are an advanced system that generates multiple-
choice questions for exams and training. Each ques-
tion should include a statement, five answer choices
(one correct and four incorrect), and the indication
of the correct answer. The output format should be
in JSON.

B Raw Data for Results in Tables

Table 4 shows the values used to calculate the bal-
anced accuracy and F1 score in Table 1.

Set Criterion TPa TNb FPc FNd

Format 190 10 0 0

Language 190 10 0 0

Val.e Grammar 190 10 0 0

Relevance 169 23 6 2

Options 124 67 5 4

All criteria 102 81 11 6

Format 190 10 0 0

Language 190 10 0 0

Test Grammar 190 10 0 0

Relevance 173 20 4 3

Options 119 68 5 8

All criteria 103 77 9 11
aTrue positive, bTrue negative,
cFalse positive, dFalse negative,
eValidation dataset

Table 4: Valid and invalid question numbers of the eval-
uation system experiment.

Table 5 shows the number of valid and invalid
questions used to calculate the automatic and man-
ual valid question rates shown in Table 1.
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Automatic Manual

Criterion Valid Invalid Valid Invalid

Format 1020 0 100 0

Language 1020 0 100 0

Grammar 1020 0 100 0

Relevance 1005 15 97 3

Options 978 42 94 6

All criteria 963 57 91 9

Table 5: Automatic and manual counts of valid and
invalid instances for the question generation experiment.

C Computational environment

The experiments were conducted on a system
equipped with an Intel(R) Core(TM) i3-9100F pro-
cessor at 3.60GHz, with 16GB of RAM, and oper-
ating on Linux Ubuntu 22.04.3 LTS. Python 3.10
was used for the implementation. ChatGPT was
utilized via the OpenAI API, while other language
models were accessed through Amazon Bedrock
API.

To generate 1,020 questions, the time required
per question ranged from 18 seconds (fastest) to 29
seconds (slowest), with an average time of 23 sec-
onds. The generation process can be parallelized,
enabling all questions to be generated within the
time required to produce the slowest question, pro-
vided that the LLM provider’s request-per-minute
or token-per-minute limitations do not impose ad-
ditional constraints.

D Examples of generated questions

Following 5 examples of questions generated by
the system are shown. The questions and their
contexts were originally in Portuguese and were
translated to English for presentation purposes.

D.1 Example 1
Context: Art. 2 It is the responsibility of the Insti-
tutional Scientific Initiation Committee (ISIC) to
manage the ISIP program and ensure compliance
with this regulation.
Generated Question: What is the responsibility
of the Institutional Scientific Initiation Committee
(ISIC) according to Art. 2 of Resolution 73/2024?
a) Evaluate the academic performance of the stu-
dents participating in the program
b) Manage the Institutional Scientific Initiation Pro-
gram and ensure compliance with the regulation

c) Organize scientific events and seminars at the
university
d) Distribute scholarships to scientific initiation stu-
dents
e) Supervise the research activities of the university
professors

D.2 Example 2

Context: Art. 9 In the event that the number of
available positions results in fractional percentages,
they must be rounded to the nearest whole num-
ber. Sole paragraph. In announcements offering 3
(three) positions for a contest, one will be reserved
for people with disabilities.
Generated Question: What procedure should be
adopted when the number of available positions in
a public contest results in fractional percentages,
according to Article 9 of Resolution 69/2023?
a) Fractional percentages should be rounded down.
b) Fractional percentages should be rounded up.
c) Fractional percentages should be rounded to the
nearest whole number.
d) Fractional percentages should remain as they
are.
e) Fractional percentages should be rounded to the
most distant whole number.

D.3 Example 3

Context: Art. 1 The University will reserve, in
each selection process for admission to undergrad-
uate courses, by course and shift, at least 50% (fifty
percent) of its vacancies for students who have com-
pleted their entire high school education in public
schools. § 1 In filling the vacancies referred to in
the head of this article, 50% (fifty percent) must
be reserved for students from families with an in-
come equal to or less than one minimum wage per
capita. § 2 In the selection contest for admission,
candidates will initially compete for the vacancies
available for wide competition, and if they do not
achieve the required score for admission through
this modality, they will then compete for the va-
cancies reserved by the special program for access
to higher education institutions for black, brown,
indigenous, and quilombola students, as well as
people with disabilities, and those who have com-
pleted their entire high school education in public
schools.
Generated Question: What is the minimum per-
centage of vacancies that the University must re-
serve, by course and shift, for students who have
completed their entire high school education in pub-
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lic schools, as established in Article 1 of resolution
63/2023?
a) 25% b) 30% c) 40% d) 50% e) 60%

D.4 Example 4

Context: Art. 4 The provision of false information,
identified at any time, in a procedure that ensures
the right to defense and contradiction, will result in
the disqualification of the candidate in the selection
process or the cancellation of the student’s enroll-
ment, without prejudice to any applicable criminal
sanctions.
Generated Question: Which of the following al-
ternatives correctly describes the consequence for
a candidate or student who provides false informa-
tion, according to Article 4 of resolution 61/2023?
a) The candidate will be automatically disqualified
from the selection process, without the right to de-
fense.
b) The student’s enrollment will be canceled, with-
out the right to defense.
c) The candidate or student may be disqualified
from the selection process or have their enrollment
canceled, after a procedure that ensures the right
to defense and contradiction, without prejudice to
applicable criminal sanctions.
d) The candidate will be disqualified from the se-
lection process and the student’s enrollment will be
canceled, without the need for a defense procedure.
e) The candidate or student will only be warned
and may continue in the selection process or course,
after a procedure that ensures the right to defense
and contradiction.

D.5 Example 5

Context: Art. 3 The home exercise will be granted
to the student: I. In a state of pregnancy or in the
postpartum period; II. As an adoptive parent; III.
Suffering from isolated or sporadic psychological
and/or psychiatric conditions that do not prevent
the completion of home exercises; IV. Suffering
from congenital or acquired diseases, infections,
traumas, or other morbid conditions, causing acute
or exacerbated disturbances, characterized by: a.
Relative physical incapacity, incompatible with at-
tending school activities, provided that the intel-
lectual and emotional conditions necessary for the
continuation of academic activities at home are
maintained; b. Isolated or sporadic occurrence; c.
Duration that does not exceed the maximum still
permissible, in each case, for the continuation of
the pedagogical learning process, considering such

characteristics apply in cases of hemorrhagic syn-
dromes (such as hemophilia), asthma, carditis, peri-
carditis, osteoarticular conditions undergoing ortho-
pedic corrections, acute or subacute nephropathies,
rheumatic conditions, etc.
Generated Question: Which of the following al-
ternatives correctly describes one of the conditions
for granting home exercises to a student, according
to Article 3 of resolution 33/2023?
a) A student who is on academic vacation.
b) A student who is in a state of pregnancy or in
the postpartum period.
c) A student who is participating in an international
exchange program.
d) A student who is in a period of grade recovery.
e) A student who is in a mandatory internship pe-
riod.

E Experiment in another legal domain

To demonstrate the potential system generalizabil-
ity to other legal domains, we conducted a small
experiment generating and evaluating questions
from the Brazilian labor laws. Following the same
methodology used in the Question Generation Ex-
periment, a total of 50 questions were generated.

Automatic Manual
Criteria %Valid %Valid

Baseline 84% 82%

Final System 92% 92%

Table 6: Automatic and manual valid question rates for
the question generation experiment on Brazilian labor
law.

As shown in Table 6, the valid question rates for
the baseline were higher for labor laws compared
to university regulations. This can be attributed to
the nature of labor laws, which are standardized
federal regulations applicable nationwide. Due to
their broad applicability, there is a wealth of books,
articles, and pre-existing multiple-choice questions
available online, providing rich training data for
LLMs. In contrast, the institution-specific nature
of university regulations posed a greater challenge
for the baseline system, as LLMs have fewer stan-
dardized and widely accessible training resources
in this area.

Despite the advantage of LLMs’ prior knowl-
edge in labor laws, our proposed system further
improved the valid question rates over the base-
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line, achieving consistent results in both automatic
and manual evaluations. This demonstrates the sys-
tem’s adaptability and its potential for application
across other legal domains.

F Multi-hop experiment

In this experiment, we used the Glossary module
to identify acronyms and terms appearing in two or
more articles. Based on these terms, we constructed
prompts combining multiple articles and tasked
the LLM with generating 50 multi-hop questions.
These questions required integrating information
from multiple articles to formulate an answer. A
prompt was also added in the self-review module
that for each article inquiries the LLM if that ar-
ticle is essential to answer the question. If more
that one article was essential to the question it was
considered multi-hop, otherwise it was considered
single-hop.

Manual
Criteria %Valid %Multi-hop %Both

Baseline 74% 26% 18%

Final Sys. 78% 66% 54%

Table 7: Manual valid question rates for the multi-hop
question generation experiment.

Table 7 shows that the system is capable of gen-
erating multi-hop questions. In the baseline, where
just one prompt was used to generate the ques-
tions only 18% of the questions were both valid
and multi-hop, even though the LLM was asked to
generate a question based on multiple articles.

In the final system, any question classified as
single-hop in the self-review module was consid-
ered invalid and discarded. If a question was dis-
carded, the system tried to generate another to
replace it up to 10 times. This trivial strategy
achieved 54% of valid multi-hop questions. The
high invalid question rate makes the system costly
to use in this configuration as many questions have
to be discarded.

Despite this limitation, results confirm that
LLMs can effectively produce multi-hop questions,
highlighting this approach as a promising area for
further research. Further refinement in prompt en-
gineering techniques, specifically tailored for gen-
erating and evaluating multi-hop questions, could
significantly enhance the results, paving the way
for systems capable of producing highly complex

questions.


	Introduction
	Automatic Multiple-Choice Question Generation System
	Preprocessing
	Question generation
	Preliminary question module
	Question review module

	Prompt engineering techniques
	Role-based prompting
	Glossary use
	One-shot prompting
	Chain-of-thoughts (CoT)
	Self-review


	Automatic Question Evaluation System
	Format
	Language
	Grammar
	Relevance
	Options

	Experimental Methodology
	Datasets
	Experiments
	Evaluation system experiment
	Prompt engineering experiment
	Question generation experiment


	Results and Discussion
	Evaluation system experiment
	Prompt engineering experiment
	Question generation experiment
	Discussion

	Conclusion
	Limitations
	Main prompts used in the systems
	List the acronyms used in an article
	Create a question
	Convert the question to JSON
	Describe the article
	Create a question considering the main points
	List and describe any errors in the question
	Improve the question
	Answer the question
	Fix multiple correct alternatives error
	Test if question depends on external information
	Validade question format
	Validate the language of the question
	Validate the relevance of the question
	Validade the grammar of the question
	Validate the answer of the question (must be used 5 times, one for each option)
	Generate the glossary (with a one-shot example)
	Persona to be added to the prompt
	Alternative persona to be added to the prompt

	Raw Data for Results in Tables
	Computational environment
	Examples of generated questions
	Example 1
	Example 2
	Example 3
	Example 4
	Example 5

	Experiment in another legal domain
	Multi-hop experiment

