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Abstract

Motivational Interviewing (MI) is a counsel-
ing technique that promotes behavioral change
through reflective responses to mirror or refine
client statements. While advanced Large Lan-
guage Models (LLMs) can generate engaging
dialogues, challenges remain for applying them
in a sensitive context such as MI. This work as-
sesses the potential of LLMs to generate MI re-
flections via three LLMs: GPT-4, Llama-2, and
BLOOM, and explores the effect of dialogue
context size and integration of MI strategies for
reflection generation by LLMs. We conduct
evaluations using both automatic metrics and
human judges on four criteria: appropriateness,
relevance, engagement, and naturalness, to as-
sess whether these LLMs can accurately gen-
erate the nuanced therapeutic communication
required in MI. While we demonstrate LLMs’
potential in generating MI reflections compara-
ble to human therapists, content analysis shows
that significant challenges remain. By identi-
fying the strengths and limitations of LLMs in
generating empathetic and contextually appro-
priate reflections in MI, this work contributes
to the ongoing dialogue in enhancing LLM’s
role in therapeutic counseling.

1 Introduction

Motivational Interviewing (MI) is an effective
client-centered counseling technique designed to
encourage behavioral change by helping clients
explore and resolve ambivalence (Miller and Roll-
nick, 2012). Reflective responses, which mirror or
subtly rephrase clients’ statements, are central to
MI, deepening clients’ motivation for behavioral
change (Miller and Rollnick, 2012; Martins and
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McNeil, 2009). The empathetic reflections can en-
hance client engagement and therapeutic alliance,
thereby influencing therapeutic outcomes.

Recently, there has been growing interest in how
technology, particularly chatbots, can complement
MI-based interventions (Park et al., 2019; Sun et al.,
2023). Besides their potential for scalability and
cost-effectiveness, chatbots offer additional advan-
tages including 24/7 availability, and the ability
to provide anonymous and non-judgmental sup-
port. Traditional MI chatbots have relied on expert-
written scripts and predefined rules to produce ther-
apeutic dialogues (Xu and Zhuang, 2022; Park
et al., 2019; Zhang et al., 2020a; He et al., 2022;
Sun et al., 2023). The reliance on scripted content
restricts dialogue diversity and requires significant
domain expertise and efforts on dialogue design.
Several studies have attempted to improve this
by generating MI reflections using templates (Al-
musharraf et al., 2020; Min et al., 2023; He et al.,
2024). However, these methods are limited by in-
sufficient contextual understanding and an inability
to replicate the depth of human empathy, which are
crucial for effective MI.

Natural Language Generation (NLG) (Gatt
and Krahmer, 2018; Reiter and Dale, 2000;
Dong et al., 2022) with Large Language Models
(LLMs) (Naveed et al., 2023) marks a significant
evolution from pre-scripted conversational MI ap-
plications, offering new possibilities for creating
diverse, flexible, and MI-adherent dialogues by in-
tegrating MI expertise through in-context learning
and few-shot capabilities (Peng et al., 2020). How-
ever, employing NLG to automate MI reflections
poses practical challenges. Therapeutic counseling
requires that NLG technologies effectively handle
the complex nuances of human communication,
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ensuring that reflections are not only contextually
appropriate but also therapeutically accurate. The
technical limitations of current LLMs, along with
ethical considerations in automated therapeutic in-
teractions, present significant obstacles (Ferrario
and Biller-Andorno, 2024; Li et al., 2023; Bianchi
and Zou, 2024). Additionally, the effectiveness of

LLM-generated reflections is heavily influenced

by the prompts used. Therefore, there is a critical

need for rigorous evaluation to assess how differ-
ent prompts affect the generated MI dialogues by

LLMs, ensuring they meet the high standards of

contextuality and ethics required in MI. Given these

challenges, we establish the following research
questions:

(RQ1) Are LLMs capable of generating MI re-
flections with qualities compared to human
therapist reflections?

(RQ2) How does the size of the conversation con-
text in prompts affect the quality of gener-
ated MI reflections?

(RQ3) Can the incorporation of MI strategies into
LLM prompts enhance the quality of gen-
erated MI reflections?

We thereby conduct experiments using the pro-
prietary model GPT-4 (OpenAl, 2023), the open-
source model Llama-2 (Touvron et al., 2023), and
the open-science model BLOOM (Scao et al., 2022)
to evaluate their effectiveness in generating reflec-
tions within the MI context. Utilizing the open-
source MI dataset “AnnoMI” (Wu et al., 2022,
2023a) with human-human counseling dialogues,
we assess these LLMs’ capabilities for generating
MI reflections. After an automatic evaluation, we
recruit 184 human evaluators to comprehensively
assess the generated reflections based on the se-
lected four criteria: appropriateness, specificity,
naturalness, and engagement. By these evaluations,
we investigate how well LLMs can reflect the nu-
anced communication required in MI settings.

This study evaluates the effectiveness of LLMs
in generating MI reflections, with the goal of ad-
vancing empathetic, engaging, and effective conver-
sational Al for psychotherapy. It compares the per-
formance of leading LL.Ms across different prompt-
ing strategies to identify which combinations pro-
duce the most effective therapeutic communica-
tions. The extensive human evaluation is a core
strength of this research, offering a robust mea-
sure of the practical effectiveness of Al-generated
responses in psychotherapeutic settings. By high-
lighting the capabilities and limitations of various

LLMs and prompting variants, this work provides
valuable insights to both linguistic and psycholog-
ical communities, laying a foundation for future
advancements in LLM-enhanced MI.

2 Related Work

2.1 Generation of MI Reflections

Motivational Interviewing is a client-centered
counseling technique that fosters health behavior
change. Reflection is central to MI, where thera-
pists mirror and empathize with clients’ thoughts
and feelings, crucial for building rapport and sup-
porting effective MI therapy (Passmore, 2022;
Resnicow and McMaster, 2012).

Natural Language Generation (Dong et al., 2022)
in the context of MI mainly involves the creation of
reflective listening responses (“reflections”). The
primary goal is to mimic the therapeutic efficacy of
human therapists, who use reflections to strengthen
rapport and encourage client motivation toward
change (Passmore, 2022; Resnicow and McMaster,
2012). NLG of reflections offers several benefits
in MI. Firstly, it can provide consistent and imme-
diate reflective feedback, which is crucial in MI.
Additionally, there is limited availability of trained
therapists in light of the high demands. NLG can
handle a high volume of sessions simultaneously,
increasing the accessibility of MI-based interven-
tions. Despite the benefits, implementing NLG in
MI has numerous challenges. The primary diffi-
culty lies in the development of systems capable of
generating genuinely context-aware and empathetic
responses. Reflections must be tailored not just to
the content, but also to the emotional subtext of
the client. Moreover, ethical concerns arise regard-
ing the appropriateness of responses, especially in
sensitive scenarios (Ferrario and Biller-Andorno,
2024, Bianchi and Zou, 2024).

Prior work has been made in the field of NLG
for generating MI reflections. Early work focused
on rule-based approaches that utilized templates to
mirror client utterances (Min et al., 2023; Dieter
et al., 2019). Further previous studies employed
machine learning approaches to produce more nu-
anced and contextual reflections (Shen et al., 2020;
Ahmed et al., 2022; Brown et al., 2023), which
rely on large datasets of therapist-client interac-
tions to learn reflective techniques. Recent ad-
vancements in large language models, have opened
new avenues for exploring the automated genera-
tion of MI reflections. These advanced models can
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rephrase what clients say, reflecting their words or
even emotions, in ways that feel genuine and em-
pathetic (Brown et al., 2024), showing promising
results in enhancing client engagement.

2.2 Evaluation of NLG

The performance of NLG can be critically as-
sessed through both automatic and human eval-
uations (van der Lee et al., 2021; Celikyilmaz et al.,
2021; Sai et al., 2022). This process is essential for
determining how effectively NLG systems can pro-
duce human-like, contextually appropriate, and en-
gaging responses, which are crucial for the success
of conversational agents in diverse applications.

Automatic evaluation metrics play a fundamen-
tal role in assessing NLG tasks. Metrics like
BLEU (Papineni et al., 2002), ROUGE (Lin, 2004),
and METEOR (Banerjee and Lavie, 2005) are com-
monly used to provide objective assessments of
textual similarity between generated dialogues and
references. More recently, embedding-based met-
rics like BERTScore (Zhang et al., 2020b) have
been developed to capture semantic similarities
more effectively than traditional metrics (van der
Lee et al., 2021; Celikyilmaz et al., 2021).

In addition to the automatic assessment, hu-
man evaluation can provide vital insights into
aspects that automated metrics might overlook,
including fluency, coherence, relevance, and en-
gagement (van der Lee et al., 2021). Initial
human evaluation methods often relied on sim-
ple Likert scales where evaluators rated conver-
sations (van der Lee et al., 2021). Recent advance-
ments have introduced more sophisticated tech-
niques like pairwise comparison and ranking-based
approaches, such as Rank-based Magnitude Estima-
tion (RankME; Novikova et al., 2018). Despite the
benefits, human evaluation faces challenges such
as high costs, time consumption, and variability
based on subjective interpretations by evaluators.
The absence of standardized protocols complicates
comparisons across different studies. Nonetheless,
human evaluation remains indispensable for un-
derstanding how dialogue generation can emulate
human conversational nuances.

3 MI Reflection Generation

3.1 Conversation Contexts

We use a publicly available MI dataset, “AnnoMI”
(Wu et al., 2022, 2023a), which was compiled by
transcribing the English spoken dialogues between

therapists and clients on various topics such as al-
cohol and nicotine consumption. The data were an-
notated based on Motivational Interviewing Skills
Code (MISC), which is a coding scheme providing
a systematic way for assessing MI-adherent behav-
iors in therapist-client interactions (Miller et al.,
2003; de Jonge et al., 2005), such as the therapist’s
behaviors (e.g., reflection, question) and the client’s
behaviors (e.g., change talk, sustain talk). By using
the MI-adherent dialogues of AnnoMI dataset, we
create conversation contexts that consist of up to
5 dialogue turns between a therapist and a client
where the final therapist response is labelled as a
“reflection” behavior, as shown in Table 1.

Prior to the human evaluation experiments, we
filter contexts based on the automatic evaluation
results (see Section 4.1) and manual content analy-
sis! to maintain the feasibility of the study. From
the remaining 194 contexts, we randomly chose
160 to be included in the human evaluation study.

Utterances MISC

Client: I guess it’s because I know CT
that I need to do it to lose weight
Therapist: So, you realize, again, RF
that if you decrease the amount of
juice you’re taking in, you’re gonna
decrease your weight you’re gonna

feel better

Table 1: An example of an exchange between client and
therapist in AnnoMI dataset. “RF” stands for reflection
and “CT” stands for change talk.

3.2 Large Language Models

We employ three prominent LLM:s in our study?.
GPT-4 (OpenAl, 2023) is widely accepted as the
state-of-the-art LLLM that is a proprietary close-
source model. Therapeutic counseling, however,
often deals with sensitive and personal information,
making it important to consider using open-source
models which can be operated on internal hardware.
Thus, we also incorporate Llama-2 (Touvron et al.,
2023) to our experiments, as it is a well-known
open-source model developed as a competitor of
GPT-4. Moreover, Liesenfeld et al. (2023) showed
that the extent to which the LLMs are open in prac-
tice fluctuates substantially, from the lack of scien-
tific documentation to transparency in data collec-
tion. Therefore, we also experiment with BLOOM

'The sampling process is detailed in Appendix A.
*Implementation details are given in Appendix B.
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(Scao et al., 2022) as it remains one of the most
open LLMs? and is developed by following open-
science principles.

3.3 Prompting Strategies

We first utilize the following base prompt as the
“task instruction” to guide the LLMs to generate
the MI reflection inspired by prior work (Maurya,
2024; Shanahan et al., 2023):

As a therapist of Motivational Interview-
ing, please generate the next appropriate
utterance based on the dialogue history.
Restriction: you MUST NEVER ask new
questions.

Subsequently, we aim to explore the effects of 1)
the conversation context size and 2) the inclusion
of MI strategies on the quality of the generated
reflections. We create four different prompting
strategies from the combinations of the following
prompting features*:

1-turn: the preceding 1 turn of dialogue is given
as the conversation context.

S-turns: the preceding 5 turns of dialogue is given
as the conversation context.

Full-MI: the MI strategies are incorporated as ad-
ditional instructions. Specifically, each utter-
ance in the conversation is assigned a MISC
code, with corresponding definitions and ex-
amples provided. The LLMs are instructed to
generate the next utterance according to the
specified MISC code of “Reflection”.

Partial-MI: the MI strategies are not incorporated
within the prompt.

4 Evaluation Approaches

4.1 Automatic Evaluation

To objectively evaluate the effects of different
prompting strategies on LLM-generated MI re-
flections, we utilize well-established automatic
evaluation metrics: text length, BERTScore, and
BLEURT. The average length of generated text
indicates verbosity or conciseness, crucial in
MI sessions where clarity and brevity are key.
BERTScore (Zhang et al., 2020b) uses BERT’s
contextual embeddings to evaluate the semantic
similarity between texts, providing a more nuanced
assessment than ROUGE (Lin, 2004), which relies

3According to Opening Up ChatGPT list on 31 May 2024
https://opening-up-chatgpt.github.io/.
“The prompt template is provided in the Appendix F.

solely on text overlap. BLEURT (Sellam et al.,
2020) combines traditional metrics with BERT’s
embeddings and is trained on human ratings, mak-
ing it well-suited for evaluating the subtleties in
LLM-generated MI reflections. We calculate the
metrics (i.e., BERTScore and BLEURT) between
each pair of generations produced from all six com-
binations of four prompting strategies for each of
the three LLMs (e.g. GPT-4 1-turn Partial-MI vs
GPT-4 5-turns Partial-MI). To focus human evalu-
ation on diverse outputs, we exclude conversation
contexts® where the generations are highly similar
based on the average BLEURT and BERTScore.

4.2 Human Evaluation

4.2.1 Experimental Design

We recruited 184 participants through the Prolific
crowd-sourcing platform, requiring fluency in En-
glish and being over 18 years old. These partic-
ipants, residing in 25 different countries, were
equally divided between men and women, with
an average age of 31. Each participant evaluated
reflections for both independent and ranking eval-
uations across 3 randomly assigned conversation
contexts. Eventually, each context was evaluated by
at least 3 different participants. We presented con-
versation contexts with 5 turns to the participants.
Wu et al. (2023b) demonstrated that non-experts
can evaluate MI reflections as effectively as MI
experts. Following their findings, we recruit non-
experts for our study to examine their perception on
the generated reflections. We employed a Balanced
Latin Square counterbalance measure to systemati-
cally rearrange the model positions at each context,
to prevent potential order effects that could arise
from presenting the models in fixed sequences (van
der Lee et al., 2021).

4.2.2 Independent Evaluation

The first part of the human evaluation focuses
on independently evaluating the quality of LLM-
generated and human reflections, based on the pro-
vided conversation contexts. Participants are given
a single reflection at a time and asked to evaluate it
based on the following four distinct criteria at once.
Appropriateness measures whether the reflection
would be (emotionally and morally) appropriate
if it is actually uttered to a client after the given
conversation. Specificity is to understand whether
the reflection contains elements from the client’s

The sampling process is detailed in Appendix A.
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Model 1-turn vs. 5-turns

Full-MI vs. Partial-MI

Prompt BERTScore  BLEURT  Lengths BERTScore  BLEURT  Lengths

BLOOM  0.89 0.49 I5vs. 15  0.88 0.48 15 vs. 15
Llama-2  0.89 0.53 24vs. 22 0.89 0.50 20 vs. 26
GPT-4 0.89 0.54 30vs. 30 0.88 0.48 22 vs. 39

Table 2: The average BERTScore, BLEURT score, and text lengths for the MI reflections generated by the three
selected LLMs. Comparisons are made between two prompting strategies per model. The average length of

corresponding human reflections is 22 words.

previous response. Naturalness assesses whether
the reflection sounds like it could have been uttered
by a person. Engagement to see whether the re-
flection could provide the opportunity for further
conversation and could increase the engagement.
The criteria are chosen by considering their rel-
evance and importance to therapeutic counseling
and their common usage in the NLG field®. For
instance, we look into appropriateness because
inappropriate reflections can hinder the clients’
progress towards their behavior change goals
(Miller and Rollnick, 2012). Similarly, clients’ en-
gagement during counseling shown to be closely
linked to their therapeutic progress (Boardman
et al., 2006), and striking a balance between speci-
ficity and genericness in reflections is crucial to
keep a conversation interesting (See et al., 2019).
Likewise, ensuring natural-sounding reflections is
as essential in order to maintain engagement and
encourage ongoing interactions during counseling.
At the start of the survey, the participants are
given a brief description along with mock-up ex-
amples of both positive and negative responses for
each criterion’. A 7-point Likert scale gradually
ranging from Strongly Disagree (-3) to Strongly
Agree (3) is implemented (Amidei et al., 2019).

4.2.3 Ranking Evaluation

The second part of the human evaluation aims to
compare the overall quality of generated and hu-
man reflections by directly ranking them. We uti-
lize the RankME approach (Novikova et al., 2018),
which eliminates the need for multiple pairwise
comparisons by having evaluators indicate the con-
trast between a pre-selected reference text and all
target texts simultaneously through a process of
magnitude estimation. In our study, we select hu-
man reflections as the reference text (scored as 100)
and ask our participants to assign a score to gener-

SThe criteria were proposed and elaborated in a previous
publication (Basar et al., 2024).
"The survey is provided in the supplementary materials.

ated reflections given the human reflection and the
conversation context.

We utilize TrueSkill (Herbrich et al., 2006) to as-
certain the overall ranking among the models with
their various prompting strategies. TrueSkill com-
putes a mean rating value as the definite score for
each scenario by comparing them pairwise, where
the higher-rated ones are considered the winners
over the lower-rated ones. Following the original
work, we set the initial rating to 25.

5 Results

5.1 Automatic Evaluation

Table 2 illustrates the results from the automatic
evaluation. All LLMs consistently achieve an
average BERTScore of around 0.89, indicating
high semantic similarity in both setups. BLEURT
scores are slightly varied, with Llama-2 and GPT-
4 showing higher similarity in the generation than
BLOOM. In terms of generation length, GPT-4 gen-
erates notably longer texts in the partial-MI setup
compared to others, suggesting differences in han-
dling extended MI contexts. These results suggest
modest differences among the LLMs in automatic
evaluation metrics.

5.2 Independent Human Evaluation

Figure 1 visualizes the distribution of 7-point evalu-
ation scores, ranging from —3 to 3, for each model
and prompting strategy across each criterion, where
a wider range on the graph indicates a larger score
density. We observe that GPT-4 reflections receive
positive scores more frequently than negative ones,
as evidenced by the short and narrow tails in Figure
1. Meanwhile, the human reflections have more
balanced distributions across the criteria with the
wider ranges being closer to zero compared to GPT-
4. Moreover, Llama-2 garners similar score dis-
tributions as GPT-4, except for the engagement
criterion where Llama-2 1-turn partial-MI gathers
higher positive scores more frequently. Finally,
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Figure 1: Violin plots display the distribution of 7-point human evaluation scores for each model and prompting
strategy combination across each criterion, highlighting key statistics such as the median (white dashes) and the
interquartile range (thick black bars), while also visualizing the score density of the variables, with wider sections
representing higher density. Note that while our actual data falls within the range of (—3, 3), the density estimations
in the violin plots extend to (—4, 4) due to the calculation of a continuous probability.

Dimension 5-turns 1-turn Full-MI Partial-MI
Appropriateness | p=0.94,0 =131 | p=0.79,0 =137 | p=0.79,0 =1.28 | £t =0.93,0 = 1.39
Specificity | ¢ =0.73,0 =1.46 | u=0.66,0 =043 | 4t =0.70,0 =1.35 | ©t=0.69,0 = 1.54
Naturalness | p=1.11,0 =111 | p=1.04,0 =116 | £ =1.02,06 =1.09 | p=1.13,0 = 1.17
Engagement | 1 =0.51,0 =142 | 41 =0.66,0 =140 | p=0.45,0 =129 | £t =0.72,0 = 1.51

Table 3: Means (1) and standard deviations (o) of each prompting feature calculated per criterion based on the

ratings provided by the evaluators for all models.

Figure 1 also indicates that BLOOM reflections re-
ceive scores that are distributed similarly to human
reflections but with more frequent negative scores,
especially in specificity and engagement criteria,
as shown by the wider tails.

A one-way ANOVA reveals the significance
of the effect for all four criteria (appropriate-
ness: F(12,147) = 46.27, p < .001; speci-
ficity: F'(12,147) = 38.49, p < .001; natural-
ness: F'(12,147) = 20.51, p < .001; engagement:
F(12,147) = 41.04, p < .001). Tukey’s HSD
post-hoc test for multiple comparisons indicates
the ratings given to all variations of GPT-4 reflec-
tions are significantly higher (p < .05) than human
reflections across all criteria®. Likewise, the varia-
tions of Llama-2 reflections are significantly rated
higher (p < .05) than the human reflections across

8Visualised in Appendix C, Figure 3.

all criteria, except that the 1-turn full-MI variation
shows insignificant results in appropriateness and
specificity. The difference between all variations
of BLOOM reflections and human reflections are
insignificant across all criteria. The results so far
provide insights to answer RQ1.

We perform multiple paired samples t-tests
across the 4 criteria to compare 1) including 1-
turn vs 5-turns in the prompt to answer RQ2, and
2) utilizing full-MI vs partial-MI instructions to
answer RQ3. In Table 3, we see that 5-turns
reflections are rated significantly more appropri-
ate than 1-turn reflections (¢(11) = 2.363,p =
.018), and partial-MI reflections more appropri-
ate than full-MI reflections (¢(11) = 2.263,p =
.024). For the specificity criteria, there is no
significant difference between 5-turns and 1-turn
(t(11) = 0.965, p = .335), or partial-MI and full-
MI (t(11) = —0.146, p = .884). Partial-MI reflec-
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tions are rated as more natural than full-MI reflec-
tions (¢(11) = 2.204, p = .028) but the difference
in naturalness between S-turns and 1-turn reflec-
tions is insignificant (¢(11) = 1.191,p = .234).
Finally, 5-turns reflections are rated as less engag-
ing than 1-turn reflections (£(11) = —2.313,p =
.021), and partial-MI reflections are found sig-
nificantly more engaging than full-MI reflections
(t(11) = 4.205,p < .001).

5.3 Ranking Human Evaluation

We utilize TrueSkill to calculate a mean rating
value (1) and standard deviation (o) for each model
and prompting strategy based on the rankings given
by the human evaluators. Figure 2 shows that only
GPT-4 with 5-turns partial-MI (¢ = 29.60,0 =
0.90) reflections are ranked significantly higher
than the human (1 = 26.98, 0 = 0.85) reflections,
and GPT-4 with 1-turn partial-MI (4 = 26.72,0 =
0.85) reflections show no significant difference
with human reflections. Reflections generated by
other models and prompting strategies are ranked
significantly lower than the human reflections.

Human

G4 5-turns Full-MI

G4 5-turns Partial-MI

G4 1-turn Full-MI

G4 1-turn Partial-M|

L2 5-turns Full-MI

L2 5-turns Partial-MI
LLAMA-2
L2 1-turn Full-MI

L2 1-turn Partial-MI

BL 5-turns Full-MI

BL 5-turns Partial-M|
BLOOM
BL 1-turn Full-MI

BL 1-turn Partial-M|

0 5 10 15 20 25 30

Figure 2: TrueSkill mean rating values (1) computed for
each model and prompting strategy based on the eval-
uators’ rankings. The error bars indicate the standard
deviation (o).

When comparing the prompting strategies within
the GPT-4 model, we observe that 5-turns partial-
MI ranks higher than 1-turn partial-MI, followed
by 5-turns full-MI, and than 1-turn full-MI (¢ =
19.38, 0 = 0.82), all significantly. Moreover, an
identical outcome applies to the prompting strate-
gies for Llama-2, except that there is no significant
difference observed between the 5-turns partial-
MI (¢ = 24.80,0 = 0.82) and the 1-turn full-MI
(n = 19.38,0 = 0.82). Changing the prompting
strategy displays no significant difference for the
ranking of the reflections generated by BLOOM.

We observe that GPT-4 consistently ranks sig-

nificantly higher than Llama-2 across all prompt-
ing strategies utilized. For instance, GPT-4 (1 =
24.73, 0 = 0.83) ranks higher than Llama-2 (u =
22.30, 0 = 0.81) when both given 5-turns full-MI
in their prompts, as well as with all other prompt-
ing strategies. Each BLOOM reflection is ranked
significantly lower than the rest of the models.

A Kruskal-Wallis test confirms the statistical sig-
nificance of the variations in rankings among the
reflection types (H (12) = 624.304, p < .001).

6 Discussion

In this study, we sought to evaluate the quality of
MI reflections generated by three LLMs: GPT-4,
Llama-2, and BLOOM, in comparison to human
reflections. We explore the effects of utilizing dif-
ferent prompting features; shorter vs longer conver-
sation contexts and succinct vs detailed MI instruc-
tions. We conduct two separate human evaluations,
independent and ranking, and come to conclusions
by analyzing both outcomes.

The independent evaluation results demonstrate
that prompting LLMs with longer conversation con-
texts leads to generating more appropriate but less
engaging reflections. The ranking evaluation re-
sults also display a preference over the reflections
generated on longer contexts. This outcome sug-
gests that LLMs benefit from the additional infor-
mation provided by longer contexts, allowing them
to generate more precisely worded outputs, which
answers RQ2. For more engagement-focused appli-
cations, shorter contexts, which focus on capturing
the essence of the conversation without overloading
the LLMs, may be preferable.

The results of our independent evaluation study
shows that as more detailed MI instructions are in-
cluded in the prompts provided to the LLMs, appro-
priateness, naturalness and engagement evaluation
scores for the generated reflections significantly
decline. Likewise, the ranking evaluation results
show that prompts with detailed MI instructions
can have a negative impact on the perceived qual-
ity of the generated reflections. This phenomenon
can be attributed to the models’ tendency to pro-
duce reflections that follow strict standards and
miss the affective tone when provided with excess
instructions, thus answering our RQ3. Instead of
providing specific instructions, it may be more ben-
eficial to allow the LLMs to interpret open-ended
prompts. This aligns with the core spirit of moti-
vational interviewing, which relies on empathetic
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Client: Well, I know my drinking has increased a
little since I got divorced and moved to [location],
but I don’t think it’s that much of a problem.

Therapist: It doesn’t feel like a problem to you
right now.

GPT-4 1-turn Partial-MI: It seems like you’ve
gone through some significant life changes re-
cently with your divorce and move to [location],
which might have impacted your drinking habits.
acknowledging this is an essential first step. just
remember, it’s not about labeling yourself as a
problem drinker, it’s more about understanding
the relationship you have with alcohol and how
it might be affecting your life.

Llama-2 1-turn Partial-MI: Well, let’s take a
closer look at this drinker’s pyramid. It’s true
that you’re not at the very top of the pyramid,
but you’re still in the harmful range. And it’s
interesting that you mention your recent divorce
and move to [location]. Can you tell me a little
more about how your drinking has changed since
those events?

Llama-2 1-turn Full-MI: It sounds like you’re
downplaying the significance of your drinking
habits.

Table 4: An example context showing the client’s final
utterance and select few reflections rated variously by
the evaluators. Full conversation context is provided in
Appendix G, Table 8.

listening and client-centeredness.

The independent evaluation results indicate that
LLMs can generate reflections that are perceived
as appropriate, specific, natural, and engaging at
comparable levels to human reflections. Overall
the ranking evaluation results display a preference
for human reflections over most of LLM-generated
ones. This could imply that evaluators examine
the reflections for qualities beyond our four crite-
ria during the ranking evaluation. Moreover, both
independent and ranking evaluations suggest that
GPT-4 (5-turns Partial-MI) reflections seemingly
outperform the human reflections, answering RQ1.
However, these results illustrate the expectations
and perceptions of the non-expert evaluators, with-
out examining the professional standards of MI.
Moreover, AnnoMI dataset consists of in-person
counseling during which body language, facial ex-
pressions, and gazing may be part of the commu-
nication more than the uttered reflections. Human
therapists can potentially tailor their reflections to-
wards their clients, resulting in high variation in

Client: I mean, I don’t think I would be, you
know, drinking as much or going to parties as
much if I’m studying for school, or in college,
or trying to get in law school and things like
that.

Therapist: Okay, so, the alcohol is something
that might make it harder to reach your goals?
G4 5-turns Partial-MI: I really admire your
commitment towards your future goals and
your understanding about how certain behaviors
could distract from those goals. you seem to
have a really clear vision for your future which
is truly inspiring.

G4 1-turn Full-MI: So, in your view, pursuing
education and focusing on your career would
naturally steer you away from heavy drinking
and partying. it’s like you see these goals as
your pathway to change.

Table 5: An example context showing potential subtle
nuances lacking in generated reflections. Full conversa-
tion context is provided in Appendix G, Table 9.

their styles and perceptions, which may explain the
diversity of human reflection scores in independent
evaluation.

Concerning these results, content analysis re-
veals that more formulaic and elaborate reflections
may be judged as more appropriate. In the con-
text in Table 4, the client admits their drinking
increased due to recent stressful events, but it is
not yet at a level that could cause serious health
problems. The human reflection on this was found
not appropriate (u = —2.6) by all three evaluators.
For the same context, GPT-4 (1-turn Partial-MI)
generated a more complex and elaborate reflection
which was rated with the highest level of appro-
priateness (¢ = 3). Llama-2 (1-turn Partial-MI)
generated a reflection similar to GPT-4 reflection
in structure and style, and was evaluated as appro-
priate (1 = 3). However, LLMs also contain the
risk of generating more confrontational reflections
despite the instructions to follow MI approaches.
For example, for the same context, Llama-2 (1-turn
Full-MI) generated a reflection missing the empa-
thetic tone and sensitivity required in MI.

Further content analysis shows that generated re-
flections may lack subtle nuances found in human
reflections. For instance, in the context in Table 5,
the client indicates that focusing towards a future
goal may reduce drinking. The human reflection
urges the client to consider the impact of drinking
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on reaching the future goals. Although GPT-4 (5-
turns Partial-MI) reflection appears to aim for the
same outcome as human reflection, it assumes the
client already acknowledges that drinking prevents
reaching future goals and praises this sentiment,
thus hindering further self-reflection. For the same
context, GPT-4 (1-turn Full-MI) generates a reflec-
tion that aligns with client’s statement but over-
looks the chance of self-reflection on the current
drinking habits.

These findings highlight that LL.Ms are capable
of generating reflections that fulfill the expecta-
tions of non-expert human judges. The utilization
of LLMs could benefit various applications, such
as enriching MI reflection sets for hybrid response
generation in chatbots (Basar et al., 2023). How-
ever, they are not substitutes for trained therapists
in MI or other sensitive areas, and should be used
with caution, particularly when emotional safety
and nuanced understanding are crucial.

7 Limitations

The chosen criteria (appropriateness, specificity,
naturalness, and engagement) may not capture all
the necessary dimensions of effective reflections in
ML. For instance, the empathy level and therapeu-
tic impact of the reflections could also be impor-
tant evaluation factors, which should be examined
in further research. Despite efforts to standard-
ize human evaluations by providing examples and
definitions, human evaluators may have differing
interpretations of these criteria, leading to inconsis-
tencies in scoring. Moreover, we recruited many
individuals from various countries, who may not
be native English speakers, which could have in-
fluenced our evaluation. Likewise, the human eval-
uations were conducted on a sampled subset of
the AnnoMI data, which may have influenced our
results.

Our study is only focused on generating reflec-
tions for provided scenarios. Whether LL.Ms can
conduct complete therapy sessions is not investi-
gated within the scope of this study. While we
acknowledge the potential advantages of employ-
ing chatbots in therapy, we only view this appli-
cation as feasible in certain circumstances, such
as acting as a support tool or serving as a training
resource. When inspecting the results of this study,
the readers should refrain from assuming that the
LLMs possess the capability to substitute human
therapists or conduct virtual therapy sessions au-

tonomously.

8 Conclusion

We evaluate the capability of three LLMs to gen-
erate reflective responses in MI and examine how
conversation context size and inclusion of detailed
MI instructions in prompts affect their performance.
A series of human evaluations show that LLMs pro-
duce reflections with qualities comparable to those
of human therapists. Content analysis further re-
veals that the LLMs contain the risk of generating
reflections that lack emotional depth and nuance re-
quired for MI conversations. Additionally, we find
that the size of the conversation context and adding
detailed MI instructions to prompts impact different
evaluation criteria in various ways. This study of-
fers a comprehensive evaluation for MI reflections
and highlights the challenges and opportunities of
using LLMs in sensitive domains like therapeutic
counseling. Future research should involve MI ex-
perts as evaluators, incorporate additional metrics
like empathy and therapeutic alliance, and explore
other strategies for embedding MI principles into
LLMs to expand our understanding of the capabili-
ties of LLMs in MI contexts.
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A Conversation Context Sampling

Due to the significant costs usually involved, utilizing the complete set of conversation contexts during hu-
man evaluation was not possible. Instead of a randomized selection on the full set, we chose to implement
an informed sampling process in an attempt to increase the efficiency of the human evaluations. First, to
focus human evaluation on diverse outputs, we exclude conversation contexts where the generations are
highly similar. Specifically, we filter out contexts where, for at least two LLMs, more than three out of six
generation pairs have similarity scores higher than the average BERTScore (0.88) and BLEURT score
(0.48), indicated in Table 2 in Section 4.1. This filtering ensures that human evaluators assess generations
that are sufficiently different. Further, contexts where discarded if at least 3 of their generated reflections
were shorter than 4 words or longer than 80, to make room for contexts with more meaningful content
in their generated reflections. Finally, we have manually filtered the conversation contexts based on the
content of the 5 turns conversation contexts, such as human therapist reflection, following the set of rules
below:

* The final therapist reflection is too short, too vague, or a small confirmation (e.g. “I understand”).

* The final therapist reflection is bisected, where the rest is shifted to the previous or next conversation
context. Because the original dialogues were in-person speeches, the therapist utterances may be
halved when the client backchannels while the therapist speaks.

* The client is listening and backchanneling more than contributing to the conversation while the
therapist summarizes the session.

* The final therapist reflection focuses on information given by the client outside of the 5 turns we are
utilizing. Hence, the conversation contexts given to the LLMs do not contain this information. This
often occurs when the therapist is starting to summarize the session in the form of a reflection.

* More than one generated reflections meaninglessly repeat a therapist utterance from the conversation
context and are longer than three words.

B Implementation Details of Generations with LLMs

We utilized the June 2023 edition of GPT-4, coded as gpt-4-0613 10 chat version of Llama-2 with
70B parameters, coded as L1ama-2-70B-chat-hf !, and 176B parameter version of BLOOM, namely
bloom-176b '>. We used openai Python library to generate with GPT-4, and requests library to send
requests to the HuggingFace API '3 to generate with Llama-2 and BLOOM models. We opted for default
hyperparameters, including the temperature as default 1 to control the randomness of generation. The
models were used in compliance with their respective licenses and terms at the time of the study. OpenAl
provides a Terms of Use'4. Llama-2 is licensed by META!'>. And BLOOM is authorized under BigScience
RAIL License v1.0'6.

10https://platform.openai.com/docs/models/gpt—4
"https://huggingface.co/meta-1lama/Llama-2-70b-chat-hf
2https://huggingface.co/bigscience/BLOOM
Bhttps://api-inference.huggingface.co
14https://openai.com/policies/terms—of—use
15https://ai.meta.com/llama/license/
https://huggingface.co/spaces/bigscience/license
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C Tukey’s HSD Post-hoc Test Results Visualized

Appropriateness Specificity
LLAMA-2 5-turns Partial-MI 4 — —_—
LLAMA-2 5-turns Full-MI — e
LLAMA-2 1-turn Partial-MI — —_——
LLAMA-2 1-turn Full-MI +——— ——
Human - — —_—
GPT-4 5-turns Partial-MI - —_— —_—
GPT-4 5-turns Full-MI —_— —_—
GPT-4 1-turn Partial-MI — —_—
GPT-4 1-turn Full-MI — —_——
BLOOM 5-turns Partial-MI 4 -—— e
BLOOM 5-turns Full-MI 4 ——+ —_——
BLOOM 1-turn Partial-Ml —— —_——
BLOOM 1-turn Full-MI q ——— ———
—[')5 0?0 0:5 1t0 ltS 210 —6.5 0:0 015 1:0 115
Naturalness Engagement
LLAMA-2 5-turns Partial-MI 4 —_— —_—
LLAMA-2 5-turns Full-MI —_— —_——
LLAMA-2 1-turn Partial-Ml —_— —_—
LLAMA-2 1-turn Full-MI —_— —_—
Human - —_— —
GPT-4 5-turns Partial-MI _— —_—
GPT-4 5-turns Full-MI _— —_——
GPT-4 1-turn Partial-MI —_— —
GPT-4 1-turn Full-MI —_— —_—
BLOOM 5-turns Partial-MI 4 —_— —_—
BLOOM 5-turns Full-Ml 4 —_—— —
BLOOM 1-turn Partial-Ml — —_—
BLOOM 1-turn Full-MI —_— ——
T T T T T T T T T T T T T T T
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 -0.5 0.0 0.5 1.0 1.5 2.0

Figure 3: The mean scores for each model were calculated using Tukey’s HSD test. Dashed lines mark the boundaries
of the human reflections’ results (blue bars). Bars that exceed these lines show a significant difference (red bars),
while overlapping (gray) bars suggest no significant difference from the human utterances. The significance level
was set to 0.05 for this visualisation.

D Paired Samples T-tests of Prompting Strategies

Dimension 5-turns vs 1-turn Partial-MI vs Full-MI
Appropriateness | t = 2.363, p = .018, (xp < .05) t =2.263, p=.024, (xp < .05)
Specificity t =0.965, p = .335, (p > .05) t = —0.146, p = 0.884, (p > .05)
Naturalness t=1.191, p = .234, (p > .05) t =2.204, p = .028, (xp < .05)
Engagement | ¢t = —2.313, p = .021, (xp < .05) | t = 4.205, p = .000, (xp < .05)

Table 6: Multiple paired samples t-tests calculated across the 4 criteria to measure the effects of changing the
conversation context size and amount of details provided about motivational interviewing.

E Correlation between the Independent Evaluation Criteria

We calculated Pearson correlation coefficients to explore the linear relationships between each pair
of the four criteria. All combinations showed a positive correlation; appropriateness vs specificity
(r(158) = 0.72, p < .001), appropriateness vs naturalness (r(158) = 0.64, p < .001), appropriateness vs
engagement (r(158) = 0.70, p < .001), specificity vs naturalness (r(158) = 0.55, p < .001), specificity
vs engagement (r(158) = 0.69, p < .001), naturalness vs engagement (r(158) = 0.62,p < .001). The
correlation is visualized in Figure 4.
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Figure 4: Pearson’s R correlation visualized
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F Prompt Template

Prompt Components Content

Conversation context [The context of the conversation]
Conversation context (1-turn or 5-turn):

Therapist: Yes, those were not really your moments, they were not really your smoking
moments, that was a bit literally and figuratively, especially at the end of the day.

[...]

Client: Yes.

Therapist: Yes, okay, so you say I am actually satisfied with the current state of affairs
and ...

Client: Yes I, I already said that, I like that with losing weight, I have a striving that I am
between 85 and 90, that I still want to throw smoking out all the way, it is better anyway
And cheaper.

Next MISC strategy (only for [The next MISC strategy for the therapist]

Full-MI setting) The next MISC strategy is:
“Reflection”

MISC manual (only for [The descriptions of MISC strategy]

Full-MI setting) The definition of the MISC strategy:

reflection’: reflection is a statement made by the therapist that captures and mirrors back
the essence of what the client has said or expressed. [...]

’question’: question is made by the therapist to gain more clarity or to explore the client’s
perspective, feelings, thoughts, or experiences. [...]

"therapist_input’: therapist_input is any other therapist utterance that is not codable as
’question’ or ‘reflection’. [...]

MISC examples (only for [Two examples for each MISC code]
Full-MI setting) Example dialogues of each MISC code:
‘reflection’:
Example 1:

Client: 'I’'m scared of the consequences if I don’t stop smoking.’
Therapist: *You’re expressing fear about the potential effects of continued smoking.’ [...]

’question’:

Example 1:

Client: ’I think I need to stop smoking.’
Therapist: "Have you tried quitting before?’ [...]

Task instruction [The base instructions to explain the generation task]
Task:

As a therapist of Motivational Interviewing, please generate the next appropriate utterance
based on the conversation context. Restriction: you MUST NEVER ask new questions.

The next therapist’s utterance is:

Table 7: The complete prompt template for MI reflection generation. The components involving MISC were added
to the prompt only for the Full-MI prompt setting.
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G Complete Contexts of Conversation Examples

Conversation Context

Therapist: Okay. Okay.
Client: Over a long— over a period of time.

Therapist: Mm-hmm. Okay. So let me just show you on this, um, card here, um, from a medical perspective, we know that
there’s good evidence that shows that women you’re age who drink more than, um, three drinks on any one occasion at any-
at any sitting or more than seven in a week, are likely to run into health problems from their drinking, either problems they’re
having right now or maybe in the future.

Client: Are you serious?

Therapist: Yeah. Surprised, ain’t you?

Client: Seven drinks in a week doesn’t seem like that much?

Therapist: It sounds like you’re drinking a bit more than that right now.

Client: Yeah, and I-I didn’t think it was much, but that makes it look like I’m drinking way too much.

Therapist: Mm-hmm. From this, uh, drinker’s pyramid over on this side of the card, you can see that the-the score on your
screening sheet shows that you’re up in the harmful category of drinkers. So that it’s likely you’re drinking, you know, in
quantities probably more than about 90% of the folks who come in to see me here at the clinic.

Client: Well, I know my drinking has increased a little since I got divorced and moved to [location], but I-I don’t think it’s that
much of a problem.

Reflections

Therapist: It doesn’t feel like a problem to you right now, yeah.

BLOOM 1-turn Full-MI: So, you know, you think that your drinking has increased a little since you got divorced and moved to
[location], but you don’t think it’s that much of a problem.

BLOOM 1-turn Partial-MI: Well, I think, you know, it’s important to look at the numbers. And, you know, I think, you know,
the numbers are pretty clear that, you know, you are drinking more than you probably should be.

BLOOM 5-turns Full-MI: It sounds like you’re concerned about your drinking habits at weekends.
BLOOM 5-turns Partial-MI: Well, I think that, um, you know, you might be right.

GPT-4 1-turn Full-MI: It appears that you’re acknowledging your increased drinking, although you’re not quite seeing it as a
significant issue yet.

GPT-4 1-turn Partial-MI: I understand. it seems like you’ve gone through some significant life changes recently with your
divorce and move to [location], which might have impacted your drinking habits. acknowledging this is an essential first step.
just remember, it’s not about labeling yourself as a problem drinker, it’s more about understanding the relationship you have with
alcohol and how it might be affecting your life.

GPT-4 5-turns Full-MI: So you believe your drinking isn’t a big issue despite it has increased a bit since your divorce and move.

GPT-4 5-turns Partial-MI: It sounds like you have been through a lot with the divorce and moving to a new city. it’s completely
normal to try and cope with these life changes. acknowledging this is already a big step in the right direction. this doesn’t mean
your drinking is necessarily a problem, but it’s worth keeping an eye on to ensure it doesn’t lead to potential health issues.

Llama-2 1-turn Full-MI: It sounds like you’re downplaying the significance of your drinking habits.

Llama-2 1-turn Partial-MI: I see. Well, let’s take a closer look at this drinker’s pyramid. It’s true that you’re not at the very
top of the pyramid, but you’re still in the harmful range. And it’s interesting that you mention your recent divorce and move to
[location]. Can you tell me a little more about how your drinking has changed since those events?

Llama-2 5-turns Full-MI: It sounds like you’re acknowledging that your drinking has increased, but you’re not sure it’s a
problem.

Llama-2 5-turns Partial-MI: Mm-hmm. It sounds like you’re not sure if your drinking is a problem or not.

Table 8: The full conversation context of the example given in Table 4 which is discussed in Section 6.
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Conversation Context

Therapist: Okay.

Client: So-

Therapist: Got it.

Client: -it ties in with the whole belonging thing.

Therapist: Okay. Well, when you think about your drinking and, sort of, looking forward in 5 years or 10 years, how do you
think that drinking might fit in with your life?

Client: Um, it probably will have a very small role, if any-

Therapist: Mm-hmm.

Client: -in my life, considering I have big plans for my future. So.

Therapist: Okay. Can you expand on that a little bit more? What do you mean?

Client: I mean, I don’t think I would be, you know, drinking as much or going to parties as much if I'm studying for school, or
in college, or trying to get in law school and things like that.

Reflections

Therapist: Okay, so, the-the alcohol is something that might make it harder to reach your goals?

BL 1-turn Full-MI: Sounds like you’re concerned about your drinking habits at weekends. And you also seem to be concerned
about the consequences of your drinking if you don’t stop.

BL 1-turn Partial-MI: Okay. So, you think that if you were in college, you would be less likely to drink?
BL 5-turns Full-MI: So, you think that drinking might be a problem for you in the future, but you don’t think it’s a problem now.
BL 5-turns Partial-MI: Okay. So, you think that drinking would be less important in your life if you were doing other things.

G4 1-turn Full-MI: So, in your view, pursuing education and focusing on your career would naturally steer you away from
heavy drinking and partying. it’s like you see these goals as your pathway to change.

G4 1-turn Partial-MI: It sounds like you’re acknowledging that your current behaviors could be a hindrance to achieving
your academic goals. recognizing this is a crucial step towards making changes. you seem to have a good understanding of the
relationship between your actions and the outcomes you desire.

G4 5-turns Full-MI: So you’re envisioning a future where your priorities have shifted more towards your studies and career
goals, leaving less room for drinking and partying.

G4 5-turns Partial-MI: I really admire your commitment towards your future goals and your understanding about how certain
behaviors could distract from those goals. you seem to have a really clear vision for your future which is truly inspiring.

L2 1-turn Full-MI: It sounds like you’re suggesting that your drinking and partying behavior may be linked to your current
academic and career goals, and that pursuing those goals might lead to a reduction in that behavior. Is that right?

L2 1-turn Partial-MI: So, it sounds like you’re saying that your substance use and party lifestyle are a way of coping with the
stress and pressure of school and your future plans. Is that right?

L2 5-turns Full-MI: It sounds like you’re envisioning a future where your priorities shift, with less time for partying and more
focus on your academic and professional pursuits. Is that right?

L2 5-turns Partial-MI: Okay. So it sounds like you’re thinking about how your drinking might impact your future goals and
plans. That’s a really important thing to consider. Can you tell me more about what you hope to achieve in the next 5 or 10
years? What are some of those big plans that you have?

Table 9: The full conversation context of the example given in Table 5 which is discussed in Section 6.
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H TrueSkill Values

Model Tuarns MI Mean (1) | S.D. (0)
Human n.a. n.a. 26.98 0.85
GPT-4 5-turns Full-MI 24.73 0.83
GPT-4 5-turns | Partial-MI 29.60 0.90
GPT4 1-turn Full-MI 21.22 0.81
GPT-4 1-turn | Partial-MI 26.72 0.85
Llama-2 | 5-turns Full-MI 22.30 0.81
Llama-2 | 5-turns | Partial-MI 24.80 0.82
Llama-2 1-turn Full-MI 19.38 0.82
Llama-2 1-turn | Partial-MI 24.34 0.82
BLOOM | 5-turns | Full-MI 15.68 0.86
BLOOM | 5-turns | Partial-MI 16.74 0.85
BLOOM | 1-turn Full-MI 16.18 0.85
BLOOM | 1-turn | Partial-MI 16.89 0.86

Table 10: TrueSkill mean rating values (1) and standard deviations (o) for each model, conversation context size,
and MI strategy combination.
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