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Abstract

Keyword Extraction (KE) is essential in Natu-
ral Language Processing (NLP) for identifying
key terms that represent the main themes of a
text, and it is vital for applications such as infor-
mation retrieval, text summarisation, and doc-
ument classification. Despite the development
of various KE methods — including statistical
approaches and advanced deep learning mod-
els — evaluating their effectiveness remains
challenging. Current evaluation metrics focus
on keyword quality, balance, and overlap with
annotations from authors and professional in-
dexers, but neglect real-world information re-
trieval needs. This paper introduces a novel
evaluation method designed to overcome this
limitation by using real query data from Google
Trends and can be used with both supervised
and unsupervised KE approaches. We applied
this method to three popular KE approaches
(YAKE, RAKE and KeyBERT) and found that
KeyBERT was the most effective in capturing
users’ top queries, with RAKE also showing
surprisingly good performance. The code is
open-access and publicly available.

1 Introduction

Keyword extraction (KE) is a crucial task in Natu-
ral Language Processing (NLP) that involves iden-
tifying and extracting significant terms or phrases
from a text to encapsulate its core themes. This
process is essential for various applications, includ-
ing information retrieval, content summarisation,
and document classification. As the field of KE
evolves, a range of methods has been developed,
spanning from statistical approaches (El-Beltagy
and Rafea, 2009; Campos et al., 2020; Rose et al.,
2010) and graph-based techniques (Mihalcea and
Tarau, 2004; Wan and Xiao, 2008b; Bougouin et al.,
2013) to advanced deep learning models (Nadim
et al., 2023; Grootendorst, 2020).

Despite advancements in KE methods, evaluat-
ing their effectiveness remains a multifaceted chal-

lenge. Most current metrics focus on the qual-
ity, balance and overlap of the extracted keywords.
While these metrics provide useful insights, they
often fail to capture users’ real-world needs, espe-
cially in the context of information retrieval. For
example, standard metrics might assess how well
the extracted keywords match the reference sets
provided, but they fail to measure how effectively
these keywords match users’ actual queries during
a real-world document search.

In this paper, we propose a new and complemen-
tary metric that leverages real queries from Google
Trends to assess KE effectiveness over time in the
context of news. Our procedure can generalise to
evaluate the performances of KE methods against
a corpus-wide set of reference words, weighted
—or not— by their importance. Moreover, it of-
fers language independence and portability through
the use of language-specific models and country-
specific search capabilities. The methodology is
summarised in Fig.1.

2 Background

A significant challenge in KE is obtaining an ap-
propriate dataset for training models. Typically,
these corpora are annotated manually by the docu-
ment’s authors, readers, professional indexers, or
their intersections. These annotations are subjec-
tive, leading to disagreement typically quantified
by inter-annotation agreement methods such as Co-
hen’s x with values comprised between 0.45 and
0.85 as reported in (Firoozeh et al., 2020). This
highlights the need for annotations that rely on
clear, reproducible, and quantifiable criteria rather
than personal judgment, ensuring greater consis-
tency and reliability across different annotators.
However, constructing a sufficiently large
corpus is both time-consuming and resource-
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Figure 1: The figure describes our methodology. Trends data are downloaded directly in weekly aggregated form.
Keywords are extracted from each social media post of the news outlets with selected keyword extraction methods.
The extracted keywords of each post are then aggregated weekly and compared with the different metrics in the

figure.

intensive (Amur et al., 2023). In Appendix Table 3,
we review the literature of news-related datasets
for KE. As shown, only one corpus contains more
than 100K documents.

Even if an annotated dataset exists for a spe-
cific task and domain, the evaluation of the KE is
also challenging. This led to the development of
various evaluation metrics. These are summarised
and reviewed in Table 1 and they include intrinsic
evaluations, i.e. metrics independent of the task,
and extrinsic evaluations, i.e. metrics that assess
performance in real-world applications such as in
the work of (Wu et al., 2023). Both types face
challenges related to human subjectivity, with vari-
ability in evaluator expertise and judgement that
bias the assessment process.

Direct evaluation of KE, without reference
datasets, is instead rare, with approaches rang-
ing from simpler systems that select keywords
based on noun phrase length, frequency, or co-
occurrences (Barker and Cornacchia, 2000; Mat-
suo and Ishizuka, 2004) to methods that assess
prediction utility in tasks like scientific document
retrieval (Boudin and Gallina, 2021), multilingual
information retrieval (Bracewell et al., 2005), and
summarisation (Litvak and Last, 2008). Reference-
free evaluations focusing on prediction diversity
have also been explored (Bahuleyan and Asri,
2020). However, none of these methods account
for metrics that reflect real-world user queries for
documents. This is important for domains such
as news reporting, scientific publishing, and digi-
tal marketing, where relevant keyword selection is
essential for content visibility.

This gap underscores the need to integrate in
KE real-world search data, such as Google Trends.
Few studies have combined Google Trends with
KE methods. For instance, Kelebercova and Munk
(2022) used KE to identify search queries related to
COVID-19 misinformation, enhancing the predic-
tion of fake news, while Park et al. (2014) assessed
the trendiness of blog keywords with a probabilis-
tic model. Lastly, Kuai et al. (2021) introduced a
new KE algorithm, incorporating Google Trends to
optimise keyword selection and maximise search
hit performance, highlighting the importance of
popularity in keyword relevance. Despite these ef-
forts, no assessment exists based on actual search
queries.

In this paper, we propose a novel general assess-
ment strategy using real Google Trends queries to
evaluate three different KE methods in the news
context over time and without relying on annota-
tions.

3 Methods

3.1 Dataset

We used Google Trends as a comprehen-
sive (Statista, 2024) source for reference keywords
from real searches and the production of news
posts on Facebook as a comprehensive (We Are
Social, 2022) source for documents being searched.
Their correspondence has been shown in previous
works (Gravino et al., 2022, 2024) where they have
been used as proxies for the supply and demand
of information. Even if minor levels of deviation
were observed, the time scale was pretty short (1-2
days), so we decided to aggregate weekly to reduce
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Table 1: Evaluation strategies for KE categorized by Focus, Type and Rank (i.e., whether the ranking of keywords
matters), Relevance (i.e., whether the importance weight of the reference keyword matters), or Similarity between
extracted and referenced keywords. Refer to Appendix Table 4 for an extended description.

this effect. Google Trends data were gathered for
the United Kingdom (UK). A period of five years,
from 2018 to 2022, is covered with weekly resolu-
tion (i.e. 260 weeks). For each week, we have the
top 25 most searched keywords. An integer value
scores each keyword in [0, 100], based on the rela-
tive volumes of searches between keywords, with
100 being the score for the most searched term.

We collected Facebook posts published by ma-
jor UK news sources from the same time frame
using CrowdTangle (CrowdTangle Team, 2023),
a tool to gather content on Meta’s platforms, be-
fore its discontinuation on 14/08/2024. Accounts
were selected following NewsGuard’s UK lists
whose sources cover 95% of online engagement
with news (NewsGuard, 2024). Keywords were
then extracted from these posts, using three KE
methods presented in the next section, and ag-
gregated on a weekly basis to align with Google
Trends. It is worth noting that some search queries
are not related to news. For example, one of the
most searched keywords is “facebook” because
many users query this to access the social media
platform. This may hinder the comparison; how-
ever, we have neglected this effect as it impacts all
methods equally, thereby maintaining the validity
of the comparative results. The weekly aggrega-
tion of extracted keywords are available upon re-
quest, while Google Trends data are available from
trends.google.com.

3.2 Models

For our experiment, we selected three widely used,
unsupervised, open models not fine-tuned for any
specific domain: YAKE (v. 0.4.8, Campos et al.,
2020), RAKE (v. 1.0.6, Rose et al., 2010), and
KeyBERT (v. 0.8.5, Grootendorst, 2020).

YAKE uses statistical features such as word
frequency, position, and co-occurrence to rank

keywords quickly. RAKE identifies keyword
phrases by splitting the text based on stopwords
and then scores them using word frequency and
co-occurrence. KeyBERT leverages deep learning
embeddings to detect keywords by measuring their
semantic similarity to the document. We used Key-
BERT to extract keywords with daily embedding
and weekly embedding, thus defining two versions
from this model: Daily KeyBERT and Weekly Key-
BERT. We chose YAKE and RAKE because they
leverage different mechanisms while both being
computationally efficient (Hu et al., 2018). Key-
BERT was selected for its superior performance
across multiple benchmarks (see Firoozeh et al.,
2020), providing state-of-the-art accuracy for KE.
The three methods have been chosen because we
did not have annotations in our dataset. However,
our evaluation can be applied to any KE method as
long as user-centred data are available, i.e. search
queries.

3.3 Maetrics

We propose six metrics, also detailed in Appendix
Table 35, to evaluate the performances of the KE
methods. Since the reference (i.e. the Google
Trends Top25) is provided in weekly aggregated
form, the comparison has been performed corpus-
wide, calculating each metric as a comparison be-
tween the weighted reference keywords and the
weekly aggregation of the extracted keyword fre-
quency in the same time frame. If a reference key-
word is not extracted, the frequency vector will
include a zero entry for that keyword. To assess the
performance of a KE method over the subsequent
time frames, we calculate the average and standard
deviation of each score over the weeks.

Number of undetected keywords (NOUK)
counts the number of reference keywords that were
never extracted from the news corpus. Of note,
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NOUK LRAP Kendall’s 7 Spearman’s p NDCG Cosine distance

AVG STD AVG STD AVG STD AVG STD AVG STD AVG STD
RAKE 4.2269 1.4434 | 0.0127 0.0128 | 0.2397 0.1043 | 0.3241 0.1419 | 0.8587 0.0493 | 0.3929 0.1085
YAKE 20.4769 1.4689 | 0.0026 0.0075 | 0.0758 0.1289 | 0.0933 0.1539 | 0.8087 0.0435 | 0.6152 0.1262
Daily KeyBERT 6.0962 1.4843 | 0.0122 0.0119 | 0.3358 0.0972 | 0.4449 0.1248 | 0.9077 0.0365 | 0.3870 0.0673
Weekly KeyBERT | 6.0923 1.5344 | 0.0126 0.0137 | 0.3257 0.0992 | 0.4291 0.1285 | 0.8957 0.0395 | 0.4077 0.0848

Table 2: Scores evaluating keywords extracted by RAKE, YAKE, Daily and Weekly KeyBERT against Google
Trends Top25, aggregated by the weekly average (AVG) and standard deviation (STD). The best results are in bold.

we defined this metric specifically for the present
evaluation task.

Label ranking average precision (LRAP) cal-
culates the fraction of reference keywords over all
the extracted keywords with a frequency higher
than one reference keyword, then averages this frac-
tion over all keywords. Higher scores indicate that
reference keywords are among the most frequently
extracted. This metric generalises the mean recipro-
cal rank in Table 1 and is invariant to permutations
of frequencies among reference keywords. Despite
LRAP being a known metric for multilabel rank-
ing, we did not find prior applications to keyword
extraction evaluation.

Kendall’s 7 calculates the fraction of pairwise
disagreements between the two rankings (Kendall,
1938). Contrary to LRAP, this metric is unaffected
by out-of-reference keyword placement in the fre-
quency vector as long as the frequency order of the
reference keywords remains unchanged.

Spearman’s p calculates the correlation be-
tween the two rankings, quantifying the monotonic
relationship between them (Spearman, 1987).

Normalised Discounted Cumulative Gain
(NDCG) sums the weights of reference keywords
in the order of their frequency ranks, after applying
a logarithmic discount. The sum is then normalised
to obtain a score between 0 and 1, where 1 is at-
tained when the rankings, from the weights and
from the frequencies, coincide.

Cosine distance is the normalised scalar product
of the vectors of weights and frequencies consider-
ing only matching keywords.

We did not include metrics that penalise errors
of type II (i.e. False Negatives) since the set of ref-
erences is capped at the top 25 keywords. As such,
it is not possible to distinguish between correctly
extracted, but less relevant, keywords and those
that are misattributed. Our evaluation will focus
on measuring the effectiveness of KE in extracting
keywords that have the highest importance.

4 Results and Discussion

The weekly average and standard deviation of
scores from RAKE, YAKE, Daily and Weekly Key-
BERT are reported in Table 2. First we observed
that YAKE performed poorly on NOUK, with an
average 20% of reference keywords undetected
compared to < 7% for the other. LRAP scored
close to 0 for all four methods, indicating that many
non-reference keywords were extracted more fre-
quently than reference keywords. RAKE slightly
outperformed the other KE methods in this metric,
likely due to its better detection of reference key-
words as highlighted by the NOUK metric. The
Kendall’s 7 indicated that Daily KeyBERT vio-
lated fewer pairwise orders of reference keywords
on average than the other methods. Spearman’s p
suggested that these violations could be attributed
to ranking errors of moderate entity, that preserve
a positive monotonic relationship between key-
words frequency and weight. NDCG indicated that
most relevant reference keywords were correctly
ranked above the others by all methods (> 80%),
again with Daily KeyBERT outperforming other
KE methods. Daily KeyBERT also performed best
on the Cosine distance, extracting reference key-
words with a frequency vector that is closer to the
vector of the weights than other KE methods.
Overall, Daily KeyBERT emerged as the top-
performing method, followed by Weekly Key-
BERT, for the KE that reflects how most users
requested for information over time. Daily Key-
BERT’s better performance could stem from the
model’s ability to quickly adapt to the latest trends,
thus capturing emerging keywords. Weekly Key-
BERT, could be suffer from a “lagging” as the
weekly embeddings could be slower to reflect
trends. Remarkably, RAKE performance did not
lag much behind the embedding-based methods,
and even scored best on NOUK and LRAP metrics,
despite the lack of contextual information in its
design. This highlights that RAKE, despite its sim-
plicity compared to KeyBERT, delivers surprisingly
strong performance on certain metrics, particularly
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when assessed on realistic, user-centered data.

5 Conclusion

This paper proposes a novel evaluation of KE meth-
ods, which are particularly valuable for information
retrieval tasks. We review various KE techniques
and highlight the lack of metrics that reflect real-
world user queries. We propose a corpus-wide
evaluation using Google Trends data and demon-
strate it on a corresponding news corpus. For
the evaluation, we adopted six metrics to assess
how closely extracted keywords match the most
searched queries and used them to assess three KE
methods. We found that KeyBERT, the state-of-the-
art model for KE, also excels in this search-based
corpus-wide evaluation, especially when used with
a finer-grained context, and that RAKE, a much
lighter KE method, obtains good performances,
even better than KeyBERT in some metrics. In
conclusion, this work introduces a novel KE as-
sessment approach that leverages objective search
activity data and does not rely on manual annota-
tions. By aligning KE methods more closely with
real-world usage scenarios, this method has the
potential to enhance the performance and user ex-
perience of search engines and other query-based
systems. In systems where the creators of items and
their searchers form distinct communities, such as
internet search engines, a language gap can hinder
the effectiveness of query-based systems. Searcher
behaviour data offers a promising solution to bridg-
ing this gap. This approach could improve informa-
tion retrieval systems used for databased of movies,
songs, books or products from online stores. Al-
though this study did not address semantic search
methods, we acknowledge their potential to pro-
vide valuable context. However, including such
methods would require matching semantic patterns
between search data and news data - a complex task
beyond the scope of this short paper. This remains
an important avenue for future research.

6 Limitations

Since Google Trends provides only aggregated
data, we designed our comparison in a corpus-wide
fashion. Also, the threshold at the top 25 keywords
excludes additional relevant terms, which limits
our KE evaluation. This limitation would be severe
in the design of a KE method data but is less prob-
lematic in the context of an assessment. The focus
on the most used 25 keywords defines a strategic

necessary condition for KE: an algorithm aiming
to be decent must perform at least well on the most
popular keywords.
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A Appendix

Title ‘ Reference Language N* Doc MW per Doc MK per Doc  Annotators BPM Type
DUC-21001 Wan and Xiao (2008a) English 309 740 10 Readers  Clustering + Graph-based ranking U
110-PT-BN-KP | Marujo et al. (2013b)  Portuguese 110 301 24 Readers Decision Tree S
500N-KPCrowd | Marujo et al. (2013a) English 500 394 49 Readers Decision Tree S
WikiNews Bougouin et al. (2013) French 100 309 11 Readers Graph-based ranking U
Sterckx & Al Sterckx et al. (2018) English 3455, 6908 365.5,325.75  14.9, 13.775  Readers Decision Tree S
KPTimes Gallina et al. (2019) English 280K 921 5.0 Readers Generative Neural Model S
JPTimes Gallina et al. (2019) English 10K 648 5,3 Readers Generative Neural Model S

Table 3: Public free-text corpora for news. MW stands for Mean Words, MK for Mean Keywords, “N*” denotes the
Number, “BPM” stands for Best Performing Model, “S” indicates Supervised, while “U” stands for Unsupervised.
For Sterckx et al. (2018), we selected the portions of the dataset related to Online News and Printed Press.

Method Description Focus Metric Type Rank Relevance Similarity
Sensitivity Sensitivity Measure
Precision (2004, Measures the ratio of correctly identified Quality Ratio No No No
2017, 2020) keywords to the total number of keywords
extracted.
Recall (2004, 2017, Measures the ratio of correctly identified Completeness Ratio No No No
2020) keywords to the total number of actual
keywords.
F1 Score (2004, Harmonic mean of precision and recall. Balance Ratio No No No
2017, 2020)
F1 @M (2009) F1 score considering only the top M Balance Ratio No No No
keywords.
R-precision (2009) Precision at R, where R is the number of Quality Ratio No No No
actual keywords.
FG (2021) F1 score weighted by a gain factor for Balance Ratio No Yes No
relevant keywords.
MAP (2018) Calculates the average precision across Balance Average No No No
multiple queries.
MRR (2017) Computes the average of the reciprocal ranks | Rank-First Average Yes No No
of results for multiple queries. Hit
BPEREF (2015) Assesses the number of bad keywords that Rank- Average Yes No No
appear higher in the ranking than the good Quality
ones.
NDCG (2021) Measures the usefulness of the extracted Rank- Average Yes Yes No
keywords based on their position. Usefulness | Discounted Sum
BLEU (2013, Compares n-grams between extracted Overlap Ratio No No Yes
2019) keywords and actual keywords based on
precision of matches.
ROUGE-N (2020) Compares n-grams between extracted Overlap Ratio No No Yes
keywords and actual keywords.
ROUGE-L (2020) | Measures the longest common subsequence Overlap Ratio No No Yes
between extracted keywords and actual
keywords.
KP-Eval (2023) Assesses reference agreement, faithfulness, Mixed Mixed Yes Yes Yes
diversity, and utility using a combination of
metrics.
BertScore (2022, | Uses BERT embeddings to compute similarity Semantic Distance No No Yes
2023) between extracted and actual keywords. Similarity

Table 4: Different metrics for keyword extraction evaluation with key differences. Each metric is categorized based
on several aspects such as focus (quality, completeness, balance, overlap, mixed, semantic similarity, rank), the type
of metric (ratio, average, distance, mixed). The table also notes whether the metric accounts for rank-sensitivity (i.e.,
whether the ranking of keywords matters) relevance-sensitivity (i.e. whether the importance weight of the reference
keyword matters) or measures similarity between extracted and referenced weights.
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Metric Description Focus Metric Type Rank- Relevance- Similarity Mea-
Sensitivity Sensitivity sure

NOUK Counts the number of reference keywords that ~ Presence Overlap No No No
were not extracted from the corpus.

LRAP Averages the fraction of reference keywords — Rank-Quality Average Yes No No
with higher frequency than extracted ones.

Kendall’s 7 Measures pairwise disagreements between rank-  Rank-Order Average Yes No No
ings of reference and extracted keywords.

Spearman’s p Computes the correlation between the rankings ~ Rank-Order Correlation Yes No No
of reference and extracted keywords.

NDCG Normalizes the sum of reference keyword Rank-Usefulness Discounted Yes Yes No
weights based on their frequency ranks. Sum

Cosine Distance | Measures the distribution mismatch between ref-  Weights Similarity ~ Distance Yes Yes Yes

erence and extracted keyword frequencies.

Table 5: Summary of the proposed metrics for evaluating keyword extraction. Each metric is categorised as in
Appendix Table 4

1951



	Introduction
	Background
	Methods
	Dataset
	Models
	Metrics

	Results and Discussion
	Conclusion
	Limitations
	Appendix

