QABISAR: Query-Article Bipartite Interactions for Statutory Article
Retrieval

Santosh T.Y.S.S, Hassan Sarwat, Matthias Grabmair
School of Computation, Information, and Technology;
Technical University of Munich, Germany
{santosh.tokala, hassan.sarwat, matthias.grabmair}@tum.de

Abstract

In this paper, we introduce QABISAR, a
novel framework for statutory article retrieval,
to overcome the semantic mismatch problem
when modeling each query-article pair in iso-
lation, making it hard to learn representation
that can effectively capture multi-faceted infor-
mation. QABISAR leverages bipartite interac-
tions between queries and articles to capture
diverse aspects inherent in them. Further, we
employ knowledge distillation to transfer en-
riched query representations from the graph
network into the query bi-encoder, to capture
the rich semantics present in the graph represen-
tations, despite absence of graph-based super-
vision for unseen queries during inference. Our
experiments on a real-world expert-annotated
dataset demonstrate its effectiveness.

1 Introduction

In an age where legal complexities are challenging
for many individuals, there is a pressing need to
bridge the gap between legal expertise and public
understanding (Ponce et al., 2019). One critical
step in this process is Statutory Article Retrieval
(SAR), which involves identifying relevant statutes
for a legal question. SAR plays a vital role in
providing initial legal assistance by offering foun-
dational insights into the law. Beyond statutes, pre-
vious works have explored retrieval of similar prior
cases (Goebel et al., 2023; Santosh et al., 2024a)
or pertinent information from case documents in
response to legal queries (Santosh et al., 2024b).
Leveraging advanced technologies for SAR can
enhance the accuracy of legal insights, ultimately
making legal knowledge more accessible and un-
derstandable to a broader audience.

Traditionally, SAR methods have been explored
using the COLIEE Statute Law Corpus (Rabelo
et al., 2021), containing questions linked to rele-
vant articles from the Japanese Civil Code. How-
ever, these questions which are obtained from legal

bar exam yes or no questions, are quite different
from those posed by ordinary citizens, often being
vague and underspecified. To address this, Louis
and Spanakis (2022) developed the Belgian Statu-
tory Article Retrieval Dataset (BSARD), featur-
ing french legal questions from Belgian citizens
labeled by legal experts with references to relevant
articles from Belgian legislation, which we use in
our study.

Traditional SAR techniques included BM25,
TF-IDF (Yoshioka et al., 2018), Indri (Strohman
et al., 2005) and Word Movers’ Distance (Kusner
et al., 2015). With the rise of pre-trained mod-
els, BERT and their ensembles have become pop-
ular (Kim et al., 2019; Rabelo et al., 2021, 2022).
Recently, dense retrieval methods have gained at-
tention (Louis and Spanakis, 2022) and were en-
hanced further through synthetic query generation
and legal domain-oriented pre-training (Louis et al.,
2023). Additionally, Louis et al. (2023) has demon-
strated that articles are not completely independent
of each other but an ensemble of interdependent
rules organized into different codes, books, titles,
chapters, and sections. They leveraged the hier-
archical organization of statute law and utilized
graph neural networks to enrich article representa-
tions by exploiting the interdependencies among
articles within the topological structure. Orthogo-
nal to these improvements, Santosh et al. (2024c)
introduced a curriculum-based negative sampling
strategy to make the model distinguish easier neg-
atives in the initial stages of learning and progres-
sively tackle more difficult ones.

Existing SAR works primarily focus on cap-
turing the semantic relevance between individual
query and article pairs in isolation. However, we ar-
gue that this approach may lead to sub-optimal rep-
resentations, particularly in scenarios where both
queries and articles contain multifaceted informa-
tion. Articles, for instance, can cover a variety
of semantics relevant to different queries, while
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each query may require multiple relevant articles to
comprehensively address its various aspects. Rec-
ognizing this inherent many-to-many relationship,
our work takes a different approach. We leverage a
query-article bipartite graph where nodes represent
either a query or an article, and edges between them
signify their relevance. We further augment this
bipartite graph with hierarchical organization of
statutes, with additional structural links such as sec-
tions, chapters, titles etc, to facilitate cross-article
dependencies through their neighbourhood hops
(Louis et al., 2023). We employ a Graph Attention
Network on this augmented graph to aggregate in-
formation across the graph, allowing to capture the
multiple interactions between queries and articles
simultaneously, leading to effective capture of the
diverse aspects inherent in each of them.

During inference, we face the challenge of uti-
lizing only article representations from the graph
network and fall back on query encoder to obtain
query embeddings, as unseen queries at test time
are absent in the constructed graph. To ensure that
the query encoder representations are as expressive
as the graph representations, we adopt knowledge
distillation (KD) (Hinton et al., 2015) which aims
to improve student models with the aid of teacher
models which usually have same architecture with
greater number of layers and dimensions (Wang
et al., 2020). KD has been explored in IR tasks
earlier, different from conventional setting, where
they employ more expressive cross-encoder mod-
els as teachers and bi-encoders as students (Qu
et al., 2021; Lu et al., 2022; Hofstitter et al., 2020;
Choi et al., 2021). In this work, we use KD to
facilitate representation transfer of queries from
the graph network to the query encoder. By do-
ing so, we aim to equip the query encoder with
the ability to capture the rich semantics present in
the graph representations, despite the absence of
explicit graph-based supervision during inference.

We apply our approach, QABISAR, on the pub-
licly available BSARD dataset (Louis and Spanakis,
2022), demonstrating the effectiveness of leverag-
ing bipartite interactions between queries and arti-
cles, as well as knowledge distillation for represen-
tational transfer.

2  Our Method: QABISAR

Statutory Article Retrieval: Given a question ¢
and corpus of statues P = {p1,p2,...,Pm}, the
task of SAR is to retrieve a smaller set of statutes

P, (|P;| << |P]) ranked in terms of their rele-
vancy to answer the query. We mainly deal with
optimizing the recall of the SAR system acting as
pre-fetcher component, leaving the re-ranker com-
ponent optimized for precision, for future.

QABISAR involves two stages of training. The
first stage employs a dense bi-encoder which maps
query and article into representations indepen-
dently, while the second stage utilizes a graph en-
coder, designed to capture the bipartite interactions
between queries and articles, enhancing retrieval
by learning multi-faceted representations.

2.1 Dense bi-encoder

We use a dual-encoder architecture (Karpukhin
et al., 2020) with query and statute encoder map-
ping each of them into a k-dimensional vector and
the relevance score is computed using dot product
between the encodings of query ¢ and statute p;
as f(q,pi) = Eq(q) - Ep(pi) where E,, E, denote
query and statute encoder. We use BERT-based
model (Devlin et al., 2018) as query encoder to
obtain query embedding from [CLS] representa-
tion. To account for longer length of articles, we
use hierarchical article encoder (Pappagari et al.,
2019) where the article is split into different chunks
and each of them is independently encoded using a
BERT-based model and then [CLS] representations
from each chunk along with learnable position en-
codings are passed into a transformer which are
then max-pooled to obtain the article embedding.

Dense bi-encoder module is trained with con-
trastive loss whose objective is to pull the repre-
sentations of the query ¢ and relevant articles S,
together (as positives), while pushing apart irrele-
vant ones P, = P — P, (as negatives). However,
training with all the negatives is inscalable given
larger corpus. To alleviate this issue, negative sam-
pling has been employed where some irrelevant
documents are sampled for each query during train-
ing making the final objective function as follows:

exp(f(q,p)/7)

L(q7 qu Pl;) = Z _logzce{p}uf’é eXp(f(Q7 C)/T)

pePy

where hyperparameter 7 is a scalar temperature.
Following Karpukhin et al. (2020), we consider
two types of negatives: (i) in-batch -articles paired
with the other queries in the the same batch, and
(i) BM25- top articles returned by BM25 that are
not relevant to the query.
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2.2 Graph Encoder

To capture many-to-many interactions between
query and articles effectively, we construct a query-
article bipartite graph from training data and utilize
graph attention network, to enrich the represen-
tations of both queries and articles through their
multiple interactions simultaneously.

Graph Construction: We construct a bipartite graph
utilizing all queries from the training set and all
the articles from the corpus as nodes, establishing
edges between queries and their corresponding rel-
evant articles. Additionally, we augment our bipar-
tite graph with the hierarchical organizational topol-
ogy of statute structure by introducing additional
nodes to represent sections, chapters, titles, and
books and creating edges to denote the hierarchical
connections between these structural units and the
article nodes. This enables the article nodes to learn
the complementary information from neighbouring
elements as articles are not completely independent
of each other but an ensemble of interdependent
rules organized into different codes, books, titles,
chapters, and sections (Louis et al., 2023). We also
label edges based on the type of nodes they connect
(i.e., Query-Article, Section-Article etc).

Node Initialization: We use the article encoder
to obtain embeddings for structural units in the
legislative topology graph such as section, article
nodes and query encoder to obtain embeddings for
query nodes based on their textual content.

Graph Attention Network (GAT): A graph neural
network layer updates every node representation
by aggregating its neighbors representations. GAT
(Velickovic et al., 2018; Brody et al., 2021) inject
the graph structure into the attention mechanism
by performing masked attention using neighbor-
hood of a node. It employs a K multi-headed at-
tention mechanism with residual connections and
then their features are concatenated, resulting in
the updated node feature representation as follows:

= (W NG "J'))

JEN(3)

where H indicates concatenation, o indicates non-
linearity, W, W, indicates learnable weight matri-
ces. ozﬁ ; denote attention weight computed using
the node features x;, z; and edge connecting them
e;,j, which in our case indicate the node types.

agfj = Softmax <(a’“)TLeakyReLU <[fol || Whx; | erup)
49

To learn GAT parameters, we adopt the same
contrastive learning used to train bi-encoder by ob-
taining the query and article representations from
the graph nodes. We only sample sub-graph with
L-hop neighbours (L denote number of GAT lay-
ers) based on the current batch of query, articles to
save computational cost and pass them into GAT to
extract node features for loss computation. These
bi-partite interactions, lead to enriched representa-
tions for both the articles and queries representa-
tions capturing multiple aspects covered in them,
However, during inference, we can not use query
representations from graph as we encounter unseen
queries that are not present in the constructed graph,
resulting in an inductive learning setting on graphs.

We employ knowledge distillation (Hinton et al.,
2015) to facilitate representation transfer for
queries from the graph network to the query
encoder. This involves distilling the relevance
scores assessed with the query representations
from the graph (acting as the teacher model) into
the query bi-encoder (student model). Formally,
given a query q and a list of candidate articles
P={p1,p2,...,pm}, we obtain article representa-
tions from graph network p? and query representa-
tions from query bi-encoder ¢® and graph network
q?. We compute two relevance scores between
query and article representations and convert them
into probability distributions of the scores over can-
didate articles. We apply Knowledge distillation
to mimic the scoring distribution of a more expres-
sive graph network based relevance scores s(q, p9)
with the distribution of a bi-encoder s(¢®, p9) mea-
sured by KL divergence as follows

s(¢?, p?
Lgp = Z s(¢?, p) 'IOgSEbgi
q€Q.peP @b
ef(a.p?)

Zp/EP ef(@9.p'9)

Our final loss for the second-stage training is the
sum of contrastive loss using graph representations
and the knowledge distillation loss. This joint train-
ing drives the bi-encoder to update in tandem with
the graph representations, which are also initialized
with bi-encoder representations during the start.

s(q?,p?) =

3 Experiments

3.1 Dataset & Baselines

We use BSARD (Louis and Spanakis, 2022) con-
taining 1108 french legal questions, with references
8



R@
Method 100 | 200 | 500 MAP | MRP
BM25 493 1573 163.0 | 16.8 | 13.6
BE w/o Hier. | 77.9 | 81.8 | 88.1 | 36.4 | 30.1
BE 79.9 | 833 | 88.7 | 39.2 | 31.6
BE+GE-Stat. | 82.3 | 85.1 | 89.9 | 42.6 | 3438
QABISAR 83.7 | 879 | 91.3 | 43.1 | 356

Table 1: Comparison of QABISAR with prior works.

to relevant articles from a corpus of 22,600 Belgian
legal articles. We derive following baselines from
prior works of Louis and Spanakis (2022); Louis
et al. (2023): Sparse retriever such as (i) BM25
(Robertson et al., 1995), Dense retrievers such as
(i1) Bi-encoder with Legal CamemBERT as query
and article encoder (BE w/o Hier.) (iii) Bi-encoder
with hierarchical variant for article encoding (BE)
(iv) BE along with graph encoder applied on statute
structure graph (BE+GE-Stat.) Implementation de-
tails can be found in App. A.

3.2 Performance comparison

Following previous work, we evaluate the re-
triever’s performance using Recall@k (R@K)
(k=100,200,500), Mean Average Precision (MAP)
and Mean R-Precision (MRP). R@K measures the
proportion of relevant articles in the top k candi-
dates, with results averaged across all instances.
MAP and MRP provide the mean of average preci-
sion and R-Precision scores for each query where
average precision is the average of Precision@k
scores for every rank position of each relevant doc-
ument and Precision @k represents the proportion
of relevant documents in the top k candidates. R-
Precision indicates proportion of the relevant ar-
ticles in the top-k ranked ones where k is exact
number of relevant articles for that query. Higher
scores in these metrics indicate better performance.
From Table 1, QABISAR consistently outper-
forms prior works across all metrics. This validates
the superiority of two key aspects: (a) enriched
multi-faceted representations of articles shaped by
interactions with queries, going beyond BE+GE-
Stat. which only considers cross-article dependen-
cies from statute topology graph. (b) transfer of
enriched query representations from the graph net-
work to the query bi-encoder, enabling it to grasp
the complex semantics embedded, even without
direct graph-based guidance during inference.

Ablation Study on QABISAR: We examine the
effectiveness of each component in QABISAR

R@100 R@200 R@500 R@100 R@200 R@500

Score (QABISAR) s Feature + Score
Separate Stage == w/o Distillation
m— Feature

QABISAR = w/o Bipartite
=== w/o Distillation w/o Graph
= w/o Statute

Figure 1: Ablation Study on
QABISAR

Figure 2: Effect of various
distillation strategies

through these ablations: (1) removing the distilla-
tion KD loss during training; (2) excluding bipartite
graph interactions and using only the statute topol-
ogy graph; (3) eliminating statute topology graph
and relying solely on the bipartite graph; (4) re-
moving the entire graph encoder. From Fig. 1, we
observe that distillation enables effective transfer of
query representations into the bi-encoder, rendering
them as expressive as graph representations. The
inclusion of both the statute structure graph and the
statute-query bipartite graph proves more effective,
indicating the limitations of modeling relevance of
each query-article pair in isolation. Between these
two graph views, removing bipartite interactions
has a more impact on performance, suggesting that
they facilitate the effective capture of multi-faceted
information present in articles by leveraging their
simultaneous interactions with different queries, as
well as other related articles connected by 1-hop
neighbor bridges via queries.

Effect of Distillation: We investigate various
strategies for distilling query representations from
the graph into the bi-encoder: (i) utilizing relevance
score via KL divergence loss (ii) feature distillation
through L distance loss between both the query
representations (Heo et al., 2019) (iii) combining
both feature and score distillation. From Fig. 2,
we observe that employing either or both distilla-
tion methods proves effective for transferring query
representations compared to not using KD. Score
distillation outperforms feature distillation, likely
due to the limited number of queries in the training
set, leading to overfitting losing generalizability
with feature distillation alone. Moreover, score
distillation enables the representations to become
as expressive as graph representations for comput-
ing relevance scores, rather than aiming for exact
replication as in feature distillation with Lo loss.
The combination of both methods does not yield
as effective results as using score distillation alone,
reinforcing overfitting effect. We explore the im-
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pact of joint training in QABISAR by applying KD
after training the graph encoder separately. It un-
derperforms compared to training without KD, as
joint training allows for a more gradual steering of
representations through the training, compared to
the abrupt adjustment in separate stages.

4 Conclusion

We introduced QABISAR, a novel framework
for SAR leveraging bipartite interactions between
queries and articles to facilitate learning of multi-
faceted representations and employ knowledge dis-
tillation to transfer the enriched query representa-
tions from graph into the bi-encoder. Through com-
prehensive ablation studies over publicly available
BSARD dataset, we demonstrated its effectiveness.
We hope this work to inspire more investigations
on the different interaction schemes for capturing
many-to-many relationship effectively.

Limitations

Our experimental contributions are centered around
the BSARD dataset, which is based on the French
language and built on the Belgian legal system. It’s
important to note that the BSARD dataset intro-
duces a linguistic bias as Belgium is a multilingual
country with French, Dutch, and German speak-
ers, yet the legal questions and provisions provided
are only available in French (Louis and Spanakis,
2022). While our approach, QABISAR, demon-
strates promising results within this specific con-
text, its performance may vary when applied to
legal jurisdictions with different legislative struc-
tures and languages. Expanding the application of
QABISAR to other jurisdictions remains an avenue
for future exploration, highlighting the need for
concerted efforts to construct SAR datasets from
diverse legal systems.

Our work primarily focuses on optimizing recall
in the first stage of the retrieval system. For practi-
cal utility, a complementary re-ranking component
is necessary to improve precision by identifying
the most relevant statutes for each query, which
are subsequently fed into a QA system to answer
legal queries posed by individuals. Moreover, for
this QA system to be truly accessible, it should
not only retrieve relevant articles but also possess
the capability to simplify legal texts, making them
comprehensible to laypeople.

Ethics Statement

We conduct experiments using the publicly avail-
able SAR dataset, BSARD (Louis and Spanakis,
2022). While leveraging pre-trained encoders en-
hances our model’s performance, we acknowledge
the inherent risk of inheriting biases embedded
within these encoders. Consequently, it is impera-
tive to subject our models to thorough scrutiny,
particularly concerning equal treatment impera-
tives related to their performance, behavior, and
intended use. Moreover, we recognize the poten-
tial for false information through such automated
systems, which can have profound implications.
Therefore, one needs to remain vigilant in consum-
ing information from automated systems. Addi-
tionally, we are mindful of the broader societal im-
pact of our technology, particularly its influence on
marginalized communities. We advocate actively
engaging with legal stakeholders to ensure ethical
and responsible development and deployment of
any SAR system.
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A Implementation Details

Following Louis et al. (2023), we initialize the
second-level encoder in the hierarchical article en-
coder with a two-layer transformer encoder featur-
ing a hidden dimension of 768, an intermediate
dimension of 3072, 12 heads, a dropout rate of 0.1,
and the GeLU non-linearity function. Our train-
ing process for the dense encoder spans 15 epochs
with a batch size of 24, employing the AdamW
optimizer (Loshchilov and Hutter, 2018) with hy-
perparameters 51 = 0.9, B2 = 0.999, € = le-7, a
weight decay of 0.01, and a learning rate warm-
up for the first 5% of training steps, reaching a
maximum value of 2e-5, after which linear decay
is applied. For the graph encoder, we conduct 20
epochs of training with a batch size of 512, using

the AdamW optimizer with a learning rate of 2e-4.

We use a learnable embedding layer for edge types
with dimension equal to node features. We assign
weights of 0.7 and 0.3 to the contrastive loss and

KD loss, respectively, in the second stage training.
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