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Abstract

Recently, there has been a heightened interest
in building chatbots based on Large Language
Models (LLMs) to emulate human-like quali-
ties in multi-turn conversations. Despite having
access to commonsense knowledge to better un-
derstand the psychological aspects and causal-
ity of dialogue context, even these powerful
LLMs struggle to achieve the goals of empathy
and emotional support. Current commonsense
knowledge derived from dialogue contexts is
inherently limited and often fails to adequately
anticipate the future course of a dialogue. This
lack of foresight can mislead LLMs and hinder
their ability to provide effective support. In re-
sponse to this challenge, we present an innova-
tive framework named Sensible and Visionary
Commonsense Knowledge (Sibyl). Designed
to concentrate on the immediately succeeding
dialogue, this paradigm equips LLMs with the
capability to uncover the implicit requirements
of the conversation, aiming to elicit more empa-
thetic responses. Experimental results demon-
strate that incorporating our paradigm for ac-
quiring commonsense knowledge into LLMs
comprehensively enhances the quality of their
responses1.

1 Introduction

Empathy, in its most comprehensive definition, is
the reaction of one individual to the observed ex-
periences of another (Davis, 1983). Given the in-
herent complexity of conversation, recent works
focus on integrating commonsense knowledge to
aid in unraveling the implicit psychological moti-
vations and causality within utterances (Tu et al.,
2022; Zhao et al., 2023a). Meanwhile, sophisti-
cated abilities of Large Language Models (LLMs)
in dialogue understanding and response generation
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I there, don't know what to do,  just broke up 
with my girlfriend, we were 8 years together.

🤵
🤵Yes we decided together with our minds, and know 

I come home and feel so distant from the world.

😕Unrelated to Response
Causality : speaker & listener were in a relationship for 8 years. 
Subsequent: speaker & listener decided to get married.
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Listener’s Intent : To be together & Effect : Feel happy. COMET

Speaker feels lonely and disconnection from the world after breaking up.
Likely to emphasize the importance of and find happiness again.
Intent to distract the speaker from sadness and focus on well-being.

Sorry to hear! do you have any idea about the 
break up? Did you think about it ?

I would go to therapy to let it pass.

Maybe you gonna get married? After all is settled up.

I understand how hard this must be. Maybe finding a new 
hobby or activity could help you reconnect. 

Knowledge
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Response with Knowledge
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Context commonsense reasoning

Sibyl

🤵Sorry again! Hope you'll get relief from this sadness. Please 
concentrate on your interests to divert your mind from this.

Align with response

Listener

Figure 1: An example from the EMPATHETICDIA-
LOGUES dataset reveals that the commonsense infer-
ence deduced by COMET and DIALeCT demonstrates
notable limitations.

have ignited a new zeitgeist for building a power-
ful dialogue agent (OpenAI, 2022, 2023; Touvron
et al., 2023; Dubey et al., 2024). By incorporating
commonsense knowledge as reasoning steps (Wang
et al., 2023; Chae et al., 2023), which prompt ad-
ditional vital associative information in dialogue
contexts, these LLMs demonstrate human-like abil-
ities in understanding and generating dialogue re-
sponses.

Despite their notable successes, these advanced
LLMs still struggle to produce empathetic re-
sponses and provide emotional support in multi-
turn conversations (Zhao et al., 2023b). As illus-
trated in Figure 1, the commonsense inference de-
rived from COMET (Bosselut et al., 2019) primar-
ily concentrates on the last utterance of the Speaker.
This narrow focus fails to correspond with the full

https://github.com/wlr737/Sibyl
https://github.com/wlr737/Sibyl
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context of the multi-turn conversation and inac-
curately captures the Speaker’s emotional state,
leading to cascade errors in generating responses.
Meanwhile, DIALeCT (Shen et al., 2022) employs
commonsense reasoning for a complete and static
dialogue. This limitation increases the risk of inac-
curacies, stemming from its sole focus on dialogue
history. The commonsense knowledge deduced by
DIAleCT disadvantaged commonsense inference
unrelated to the response and even misunderstood
the background information participants.

Investigating the above phenomenon, we sug-
gest that the issue arises since current approaches
do not adequately anticipate dialogue future.
Due to the one-to-many nature of dialogue gen-
eration, basic commonsense knowledge derived
from dialogue contexts is inherently restricted. The
existence of multiple distinct responses that can ap-
propriately answer the same dialogue history sug-
gests that within a given context, there are diverse
dialogue commonsense inferences associated with
each possible response (Liu et al., 2022; Zhou et al.,
2022). Exclusively deduced from dialogue history,
contemporary methods are prone to introducing
noisy information and confusing language models
to ignore the demand for empathy and emotional
support.

In response to these challenges, this paper
presents a new paradigm that dynamically de-
duces commonsense knowledge relevant to the
prospective future of dialogue, called Sensible
and Visionary Commonsense Knowledge (Sibyl).
This involves instructing models to identify poten-
tial causal factors from the prior dialogue history,
along with the mental states of participants and
their possible intentions for upcoming statements.
We argue that the dialogue history does not en-
compass enough information to generate the in-
tended response. By deriving plausible future-
aware commonsense knowledge from prophetic
powerful LLMs, we empower open-source LLMs
to generate these visionary inferences solely based
on dialogue history. Essentially, these visionary
inferences act as a form of chain-of-thought (CoT)
prompts, aiding LLMs in effectively dealing with
complex dialogue contexts, bridging the gap be-
tween dialogue history and potential response,
and ultimately promoting empathy and emotional
support. They furnish crucial implicit informa-
tion regarding emotional states, intentions, sub-
sequent events, and the scope of dialogue context
that can elicit the desired response in the conver-

sation. In-depth experiments on the Empathetic-
Dialogues (Rashkin et al., 2019) and Emotional
Support Conversation (Liu et al., 2021) datasets
demonstrate the superiority of Sibyl over competi-
tive categories of commonsense knowledge when
applied to LLMs under multiple settings.

In summary, our contributions are as follows:

• Our research addresses the shortcomings of
current commonsense inference methods in
anticipating dialogue future, arising from the
one-to-many issue. Multiple pieces of com-
monsense knowledge linked to a single con-
text can confuse language models, causing
them to ignore the goals of fostering empathy
and providing emotional support.

• We propose Sibyl, an innovative paradigm for
multi-turn dialogue commonsense inference
that encompasses psychological, emotional,
and causality factors in commonsense infer-
ence, which is pertinent to dialogue future.

• Extensive experiments demonstrate the effec-
tiveness of our paradigm, and detailed analy-
ses validate our method across multiple sce-
narios and backbone models, showing signifi-
cant improvements in automated metrics and
evaluations by human and powerful LLM as-
sessors.

2 Related Work

Empathy refers to the capacity to anticipate and
understand the reactions of others (Keskin, 2014).
Early studies concentrated on producing empa-
thetic dialogues by leveraging the Speaker’s emo-
tional signals (Lin et al., 2019; Majumder et al.,
2020) within the EMPATHETICDIALOGUES dataset
(Rashkin et al., 2019). To enhance the ability to
understand, perceive, and respond appropriately to
the situation and feelings of others, commonsense
knowledge is widely incorporated into empathetic
chatbots (Sabour et al., 2021; Li et al., 2020; Wang
et al., 2022; Zhou et al., 2023). Recently, several
research efforts have explored the application of
LLMs in generating empathetic responses within a
prompt-based framework revealing the limitations
of LLMs in accomplishing this task (Zhao et al.,
2023b; Qian et al., 2023).

Empathy has also been related to several other
variables such as helping, introversion, and affilia-
tive tendency (Chlopan et al., 1985). Emotional
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Trauma help appreciating…

Share experience & offer comfort…

Validate, support and emphasize...

Feels sympathy and understand…

I am extremely afraid of going near heights.

Oh, I can relate I am also afraid of that. 

Yeah, last year I went to Disneyland and got on 
the elevator game and I almost cried hahaha. 

🤵
🤵#B: That's awful. Stuff ...

Visionary Commonsense acquisition
#A: I'm so grateful for my family due 
to an incident....
#B: Oh really? What happened ...
#A: My friend lost her parents and ...

Cause
Subsequent

Emo.on
Intent

Dialogue
History

Response

Sibyl Training Sibyl Inference & Response Generation

#A: I'm so grateful for my 
family due to an incident …
#B: Oh really? What happened 
with your family …
#A: My friend lost her parents 
and siblings in a fire …

I remember a (me I was in Vegas I was 
scared to go on this really high ride.

Cause

Subs.

Emo.

Intent

Dialogue History
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Distill

Knowledge 
generation

#B: That's awful. Stuff 
Cause of upcoming response?

What would #B probably do?
The emotion state of #A?
#B's intent is to...

Knowledge Types
Prompts for 4 knowledge types

Generated Knowledge

LLaMA

Train the response 
generator

With Sibyl knowledge

generate

:

Experience of... 

Empathize with...

Fearful...

Establish...

Unseeable ground truth

Figure 2: The overview of our proposed paradigm of Commonsense Inference, Sibyl. Incorporating both dialogue
history and ground truth responses, the powerful LLM first deduces four categories of visionary commonsense.
These inferences serve as a guiding oracle, aiding LLaMA models in inferring from dialogue history alone during the
training stage. Subsequently, these trained models function as experts in inferring four categories of commonsense
knowledge.

Support Conversation (Liu et al., 2021) is a bench-
mark focusing on exploring the problem of help
seekers and generating more supportive responses.
COMET (Bosselut et al., 2019), a pre-trained gen-
erative commonsense reasoning model is employed
to obtain commonsense knowledge of the dialogue
(Tu et al., 2022; Peng et al., 2022; Deng et al.,
2023). However, in the absence of harmonious
knowledge selection, external information might
trigger logical conflicts in dialogue (Yang et al.,
2022; Wang et al., 2022).

Commonsense knowledge plays a vital role in
dialogue systems, with numerous studies focusing
on improving its acquisition techniques. Bosse-
lut et al. (2019) offers local utterance-wide com-
monsense inference, widely utilized in dialogue
systems. Ghosal et al. (2022); Shen et al. (2022)
train language models to produce context-aware
commonsense knowledge through natural language
generation (NLG) and multiple-choice question
(MCQ) tasks, advancing the application of com-
monsense knowledge in dialogue for further re-
search. Recent studies indicate that commonsense
reasoning (Han et al., 2023; Li et al., 2023), derived
through multi-step methodologies that function
like chain-of-thought prompting, markedly outper-
forms the approach of prompting LLMs to concur-
rently deduce implicit information and generate
dialogue responses (Wang et al., 2023; Santra et al.,
2023). By appending commonsense knowledge
to the dialogue context (Wang et al., 2023; Chae
et al., 2023), these inferences serve as intermedi-

ate reasoning to trigger LLM analysis and produce
high-quality responses.

3 Preliminaries

3.1 Problem Formulation

In the task of dialogue response generation, we
employ θ to signify a dialogue model, while C =
[u1, u2, ..., un−1] indicates the context utterances,
and K corresponds to commonsense knowledge.
The objective here is to predict the forthcoming
response Y based on the given context C from
the n − 1 turn, supplemented with the external
commonsense knowledge K.

Y ∼ Pθ(· | K,C) (1)

3.2 Categories of Commonsense Inference

This study incorporates four categories of common-
sense inferences within dialogues, which include:
1) Cause: Identifying the possible cause in the di-
alogue history for the forthcoming response. 2)
Subsequent Event: Events that might take place
in the succeeding dialogue. 3) Emotion state: The
user’s emotional state as indicated in their latest
utterance. 4) Intention: The probable dialogue
intent behind the assistant’s next response. The
overarching goal is to enhance the understanding
of dialogue history and meticulously project po-
tential traits of the possible upcoming responses.
These inferences operate as crucial intermediate
reasoning steps that assist language models in en-
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hancing dialogue comprehension and producing
empathetic and supportive responses, with further
details in Appendix A.

4 Method

In this section, we propose a novel paradigm for ob-
taining visionary commonsense knowledge, named
Sibyl, as demonstrated in Figure 2.

4.1 Visionary Commonsense Acquisition

The advanced LLMs which are aligned with human
intention, exhibit robust logical deduction abili-
ties. Initially, we utilize ChatGPT (gpt-3.5-turbo)
(OpenAI, 2022) to generate four categories of com-
monsense inferences K, using inputs that include
dialogue history C and the response Y . We ran-
domly selected a sample as demonstration to guide
the powerful LLM in generating a visionary com-
monsense inference, considering dialogue history
and response2.

K = argmaxPLLM
K

(C;Y) (2)

To confirm the reasonableness of the four knowl-
edge categories, we employ five human-sourced
professional annotators to perform a binary eval-
uation on 400 randomly chosen samples of com-
monsense knowledge. The average scores for the
knowledge categories all exceed 0.893.

4.2 Sibyl Training

To independently generate visionary common-
sense inferences based on dialogue history, we
further undertake Supervised Finetuning (SFT) of
open-source LLMs to learn how to cultivate their
prophetic abilities. Notably, differing from the pro-
cess outlined in Sec. 4.1, these aspect-specialized
models are presented with input encompassing
solely the dialogue history. In other words, they
are trained to anticipate the imminent dialogue
future, under the instruction of powerful LLMs
which possess prior knowledge about the possible
response. Denoted as Ψ, these visionary models are
trained for analyzing causality, psychology, subse-
quency, and intent aspects of unseen conversations.

2To prevent information leakage, all dialogue samples men-
tioned in this section are sourced exclusively from the training
sets.

3The human annotators recruited for this evaluation are
the same as those mentioned in Section 5.5. The Fleiss’s
Kappa measure among annotators stands at 0.52, signifying a
moderate level of agreement.

Prompts templates are carefully designed as
hints to guide these models to understand the pur-
pose of performing commonsense inference. Simi-
lar to prompting LLMs to generate oracle common-
sense inference, we describe the aim of deducing a
certain aspect of commonsense knowledge first and
give one example of dialogue for LLMs to grasp
the demand of reasoning implicitly. The details of
the prompt templates discussed in Sections 4.1 and
4.2 are illustrated in Figures 5 and 6.

The training loss is the standard negative log-
likelihood (NLL) loss on the commonsense knowl-
edge inferred by LLMs:

LInfer = −
M∑

m=1

log(P (km|C, k<m)) (3)

where M is the length of commonsense inference
generated by powerful LLMs, K = [k1, ..., kM ].

4.3 Sibyl Inference and Response Generation

After the training phase of visionary language mod-
els, we apply these well-trained visionary models
to deduce the mentioned four categories of com-
monsense knowledge focusing on dialogue future.
In practice, we take the prompt Cp as the input of
models Ψ, and we obtain four types of visionary
commonsense inference Kp.

Cp = Prompttemplate(C) (4)

Kp = Ψ(Cp) (5)

where C indicates dialogue context, the prompt
template is detailed in Figure 6, which is consis-
tent with the template used in the training stage, as
mentioned in Sec. 4.2.
Response Generation. For response generation,
we append all four categories of visionary common-
sense inferences Kp to the corresponding context to
compose the input of LLMs. These inferences act
as a bridge between dialogue history and the next
response, aiding the foundation models to envision
the future based on these cues for the probable
response.

We conduct experiments using two strategies
for creating the response generator: a finetuned
approach and a prompt-based approach using
LLMs. The finetuned approach involves two promi-
nent open-source models: LLaMA3.1-8B-Instruct
(MetaAI, 2024), and Flan-t5-xl (Chung et al.,
2022). Standard NLL loss is adopted for the ground
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truth response Y during the finetuning process:

Lgen = −
G∑

g=1

log(P (yg|C;Kp, y<g)) (6)

where G stands for the length of the ground truth
response of the dialogue, yg specifies the g-th token
in target response Y .

In the prompt-based approach, we directly en-
gage an LLM to generate the subsequent response.
The prompt provided to the LLM includes the dia-
logue history C, along with the four types of com-
monsense inferences Kp.

5 Experimentals

To demonstrate the effectiveness of Sibyl, we con-
duct experiments to answer the following research
questions:
RQ1: Does Sibyl outperform existing common-
sense knowledge when prompting LLMs to gener-
ate empathetic responses?
RQ2: Does incorporating Dialogue Future con-
tribute to generating higher-quality empathetic re-
sponses?
RQ3: Are all four categories of commonsense
knowledge essential for analyzing dialogue con-
text?
RQ4: Is Sibyl effective when applied to different
sizes of backbone language models?

5.1 Datasets

Our experiments are conducted on the EMPATHET-
ICDIALOGUES (Rashkin et al., 2019) (ED) and the
Emotional Support Conversation (Liu et al., 2021)
(ESConv). ED is a vast multi-turn dialogue dataset
encompassing 25,000 empathetic conversations be-
tween a speaker and a listener. ESConv comprises
approximately 1,053 multi-turn dialogues between
a help seeker experiencing emotional distress and
a professional supporter.

5.2 Implementation Details

For the implementation of finetuning LLaMA3.1-
8B-Instruct and Flan-t5-xl models, we utilize the
open-source Hugging Face transformers (Wolf
et al., 2020). We set the learning rate to 3e-5 and
training batch size to 16, train up to 5 epochs, and
select the best checkpoints based on performance
on the validation sets. The whole model is op-
timized with the Adam (Kingma and Ba, 2015)
algorithm. Considering the inference latency of

LLaMA models, we employ LoRA-Tuning to fine-
tune only 0.0622% parameters of the 7B models.
Using LoRA not only reduces training costs but
also makes our method plug-and-play. The LoRA’s
rank is set as 8, the alpha is 16, the dropout rate of
LoRA is assigned to 0.05, and the target modules
are Q and V .

5.3 Baseline Methods

We compare Sibyl with several state-of-the-art
methods and commonsense knowledge deduced
by other baseline frameworks:
CASE (Zhou et al., 2023): A model trained from
scratch with vanilla transformers (Vaswani et al.,
2017) on ED dataset. This work utilizes a condi-
tional graph to represent all plausible causalities
between the user’s emotions and experience.
M-Cue CoT (Wang et al., 2023): A multi-step
prompting mechanism to trace the status of users
during the conversation, performing complex rea-
soning and planning before generating the final
response.
LLaMA3.1 (Dubey et al., 2024): To test the perfor-
mance of vanilla open-source foundation models,
we apply LLaMA3.1-8B-Instruct4 which only re-
sponds based on dialogue context.
+ COMET (Bosselut et al., 2019): A foundation
model enhanced by external knowledge comes
from ATOMIC (Hwang et al., 2021) which makes
inferences based on the last utterance of context.
+ DOCTOR (Chae et al., 2023): A dialogue Chain-
of-Thought commonsense reasoner that integrates
implicit information in dialogue into the rationale
for generating responses. To enhance the quality
of the knowledge generated by DOCTOR in our
experiments, we further fine-tuned the model using
the ED and ESConv training sets, following the
guidelines outlined in this paper.
+ DIALeCT (Shen et al., 2022): Trained on a va-
riety of dialogue-related tasks, DIALeCT is a pre-
trained transformer for commonsense inference in
dialogues which expert in leveraging the structural
information from the dialogues.
The detail of the above baseline methods is speci-
fied in Appendix B.

5.4 Automatic Evaluation: RQ1, RQ2

The generated responses are evaluated using sev-
eral automatic metrics, namely BLEU (Papineni

4The version of LLaMA used in this paper:
https://huggingface.co/meta-llama/Meta-Llama-3.
1-8B-Instruct

https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct


128

Generation Paradigm Model BLEU-1/2/3/4 Dist-1/2/3 ROU_L. MET. Ave. Ext. CIDEr

CASE 16.04/7.5/3.99/2.3 0.74/3.03/6.02 18.07 7.79 87.08 59.85 18.22
LLaMA3.1 16.86/5.95/2.7/1.45 5.63/36.58/72.07 15.16 7.6 87.3 48.08 13.73

Finetuned
+ COMET 17.35/6.38/2.89/1.59 5.61/35.88/70.83 15.31 7.74 87.29 48.45 14.47
+ DOCTOR 17.41/6.32/2.85/1.58 5.62/36.18/71.24 15.16 9.15 86.96 48.25 13.6
+ DIALeCT 19.57/8.02/4.14/2.42 5.53/36.04/70.88 17.37 8.61 87.69 49.81 22.21
+ Sibyl 21.45/9.35/5.01/2.95* 5.65/36.11/72.02 19.08* 9.61* 88.36* 50.9 26.93*

GPT-4o 14.28/5.00/2.28/1.21 14.23/58.97/87.60 14.01 10.66 88.90 46.66 7.90
+ M-Cue CoT 11.94/3.95/1.67/0.79 14.23/58.97/87.60 12.64 9.29 88.31 44.66 5.72

Prompt-based
+ COMET 14.07/5.06/2.43/1.34 9.36/40.13/64.12 14.89 9.13 88.94 45.69 7.54
+ DOCTOR 14.55/5.41/2.66/1.49 9.68/41.92/64.40 15.65 9.3 89.29 46.24 8.43
+ DIALeCT 15.36/5.67/2.64/1.39 8.98/38.07/60.13 16.23 9.46 89.29 47.47 10.48
+ Sibyl 16.22/6.41/3.21/1.83* 9.70/39.86/62.69 17.62* 10.09* 89.96 48.13* 14.14*

Table 1: Automatic Evaluation results on EMPATHETICDIALOGUES dataset. The best results are highlighted with
bold. "*" denotes that the improvement to the best baseline is statistically significant (t-test with p-value < 0.01).

Generation Paradigm Model BLEU-2/3/4 Dist-1/2/3 ROU_L. MET. Ave. Ext. CIDEr

LLaMA3.1 6.75/2.92/1.41 6.24/40.34/75.6 15.62 9.12 88.44 44.71 8.76
+ COMET 6.48/2.78/1.35 6.22/39.81/75.18 15.58 9.04 89.19 45 9.34

Finetuned + DOCTOR 6.58/2.83/1.42 6.68/41.32/75.82 15.78 8.24 89.31 45.14 9.84
+ DIALeCT 6.78/2.79/1.29 6.35/40.46/76.29 16.02 8.22 88.25 44.86 10.44
+ Sibyl 6.97/3.04/1.52* 6.84/41.59/76.41* 16.23 8.53 89.55* 45.86 10.92*

GPT-4o 5.06/2.01/0.93 6.43/31.39/56.38 14.86 8.5 90.14 41.9 4.22
+ M-Cue CoT 5.03/1.89/0.92 6.32/30.97/55.78 14.79 9.27 89.76 41.73 3.98

Prompt-based
+ COMET 5.06/1.99/0.91 5.98/29.56/52.89 14.87 9.44 90.66 42.98 4.14
+ DOCTOR 4.46/1.72/0.79 6.36/31.76/56.48 13.98 8.73 90.24 40.93 3.39
+ DIALeCT 4.95/1.82/0.81 6.42/31.14/54.24 14.97 9.1 90.6 42.56 4.15
+ Sibyl 5.19/2.21/1.10* 6.52/32.09/56.72 15.2* 9.65 90.7* 41.9 4.95

Table 2: Automatic Evaluation results on ESConv dataset. The best results are highlighted with bold. "*" denotes
that the improvement to the best baseline is statistically significant (t-test with p-value < 0.01).

et al., 2002), ROUGE-L (ROU-L.) (Lin, 2004),
METEOR (MET) (Lavie and Agarwal, 2007),
Distinct-n (Dist-n) (Li et al., 2016), and CIDEr
(Vedantam et al., 2015). Additionally, we employ
Average (Ave.) and Extrema (Ext.) Cosine Scores
to assess embedding-based semantic similarity.

Supervised Finetuning (SFT) plays a crucial role
in applying LLMs to specific tasks. Our approach
significantly outperforms the mentioned baseline
methods in generating empathetic responses on
both Decoder-Only and Encoder-Decoder models
(LLaMA and Flan-t5). As shown in the upper por-
tion of Table 1, the similarity scores (BLEU-n,
ROU-L. and MET.) of responses generated by
LLaMA enhanced with Sibyl exceed those of all
baseline methods by a significant margin, suggest-
ing that the more sensible responses stem from the
paradigm’s ability to deduce commonsense knowl-
edge. However, for extrema score (Ext.), Sibyl per-
forms slightly worse than the baselines. Equipped
with Sibyl, LLaMA excels in achieving the highest
scores in both average embedding similarity (Avg.)
and CIDEr, further proving its effectiveness in em-
pathetic response generation. The performance of

the Finetuned model on Flan-t5-xl, as depicted in
Table 3, additionally shows significant improve-
ment when enhanced by Sibyl, especially in the
areas of overlap and embedding similarity scores.
Impressively, the CIDEr score improvement of
our method over the standard model by about 13
points highlights the critical role of anticipating
dialogue futures and the distinct effectiveness of
our proposed paradigm.

In the context of ESConv, we compared Sibyl
paradigm to the baseline methods for common-
sense knowledge. As shown in Table 2, Sibyl en-
hances foundation models’ performance in emo-
tional support scenarios. With Sibyl integration,
LLMs outshine all other categories of common-
sense knowledge under diversity metrics (Dist-n),
underscoring the critical role of prophetic abilities
in response generation.

Given that In-context Learning (ICL) is widely
regarded as a key strength of Large Language Mod-
els (LLMs), our study explores the influence of dif-
ferent commonsense inferences on LLM response
generation without fine-tuning (prompt-based). We
focused on conducting experiments using Ope-
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Figure 3: Human A/B test of EMPATHETICDIALOGUES(%). The results are statistically significant with p-value <
0.05, and Kappa (κ) falls between 0.4 and 0.6, suggesting moderate agreement among annotators.

All.
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Com.
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Flu.

Figure 4: Human A/B test of ESConv (%). The results are statistically significant with p-value < 0.05, and Kappa
(κ) falls between 0.4 and 0.6, suggesting moderate agreement among annotators.

Model BLEU-3/4 ROU_L. MET. Ave. CIDEr

Flan-t5-xl 5.82/3.78 20.73 8.92 88.35 30.44
+ COMET 2.49/1.29 14.96 7.05 86.82 12.92
+ DOCTOR 2.58/1.33 14.78 6.97 86.92 23.41
+ DIALeCT 3.90/2.26 17.17 8.03 87.61 13.16
+ Sibyl 7.71/5.24 23.09 10.39 88.53 43.36

Table 3: Automatic Evaluation results on EMPATHETIC-
DIALOGUES dataset. The foundation model is Flan-t5-
xl. The best results are highlighted with bold.

nAI’s gpt-3.5-turbo (OpenAI, 2022). As outlined in
the lower part of Table 1 and Table 2, the diversity
scores of the content of our methodology gener-
ated are competitive with baselines and markedly
superior in other metrics for empathetic dialogues.
In the realm of emotional support, Sibyl catalyzes
LLMs’ potential to provide empathetic and sup-
portive responses. Through our proposed visionary
commonsense inference, LLMs attain scores in Ex-
trema (Ext.) and CIDEr that are on par with the
best, while exceeding baseline models in all other
diversity-driven and overlapping metrics. Notably,
armed with M-Cue CoT GPT-4o performs even
worse than prompting without knowledge, which
demonstrate the importance of visionary common-
sense knowledge in the task of empathetic response
generation, as shown in Table 1 and 2.

5.5 Human Evaluation

For the human evaluation, we focus on four key
aspects in the ED dataset: 1) Coherence (Coh.):
Which model produces responses that are more co-
herent and relevant to the dialogue context? 2) Em-
pathy (Emp.): Which model exhibits more appro-
priate emotional reactions, such as warmth, com-

passion, and concern? 3) Informativeness (Inf.):
Which model provides more contextually rele-
vant information in its responses? 4) Engagement
(Eng.): Which model’s response is more likely to
encourage interlocutors to continue the conversa-
tion? Notably, previous works have largely over-
looked Engagement, despite its critical role in em-
ulating human-like interactions during real conver-
sations.

In the realm of ESConv, we consider five aspects:
1) Fluency (Flu.): Evaluating the models based
on the fluency of their responses. 2) Comforting
(Com.): Assessing the models’ skill in providing
comfort. 3) Supportive (Sup.): Determining which
model offers more supportive or helpful responses.
4) Suggestion (Sug.): which bot gave you more
helpful suggestions for your problems? 5) Over-
all (All.): Analyzing which model provides more
effective overall emotional support.

We randomly select 200 dialogue samples and
engage five professional annotators to evaluate the
responses generated by finetuned LLaMA mod-
els for both the ED and ESConv datasets. The
Considering the variation between individuals, we
conduct human A/B tests to compare our paradigm
with other baselines directly. Annotators score the
questionnaire of the response pairs to choose one
of the responses in random order or select "Tie"
when the quality of those provided sentences is dif-
ficult to distinguish. Figure 3 demonstrates Sibyl’s
advantage over CASE across all metrics. Com-
pared to commonsense inference obtained from
COMET, DOCTOR, and DIALeCT, our paradigm
exhibits considerable progress, highlighting our
approach’s effectiveness in incorporating common-
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Model BLEU-1/2/3/4 Dist-1/2/3 ROU_L. MET. Ave. Ext. CIDEr

+ Sibyl 21.34/9.25/4.89/2.84 5.61/36.07/71.17 19 9.54 88.29 50.85 26.89

w/o Cause 20.89/9.06/4.78/2.78 5.35/34.52/68.48 18.69 9.38 88.01 50.9 25.87
w/o Intent 18.72/7.05/3.35/1.82 5.29/33.67/67.44 16.18 8.17 87.34 49.12 16.46
w/o Subs 20.69/8.89/4.66/2.71 5.37/34.16/67.91 18.23 9.2 87.83 50.45 24.39
w/o Emo 21.18/9.12/4.79/2.74 5.41/34.47/68.4 18.63 9.25 87.92 50.82 25.35

Table 4: Ablation study on the ED dataset.

Model BLEU-2/3/4 Dist-1/2/3 ROU_L. MET. Ave. Ext. CIDEr

+ Sibyl 6.97/3.04/1.52 6.84/41.59/76.41 16.23 8.53 89.55 45.86 10.92

w/o Cause 6.89/2.99/1.45 6.62/41.03/75.69 15.99 8.45 89.01 45.59 11.24
w/o Intent 6.62/2.90/1.42 6.50/41.04/75.93 15.75 8.75 89.22 45.67 10.21
w/o Subs 6.74/2.89/1.37 6.53/40.99/75.59 16.23 8.75 89.35 45.38 10.96
w/o Emo 6.61/2.74/1.25 6.62/41.10/75.75 15.75 8.37 89.43 45.6 10.24

Table 5: Ablation study on the ESConv dataset.

sense knowledge. These comparisons emphasize
our paradigm’s superior performance compared to
the three baseline commonsense knowledge. Simi-
larly, results from Figure 4 strongly highlight the
effectiveness of Sibyl within emotional support sce-
narios. The considerable lead in the overall score
over the baselines indicates a more substantial in-
fluence, demonstrating the greater supportiveness
of the knowledge, acting as cues that guide LLMs
to be more helpful.

5.6 Ablation Study: RQ3

To assess the influence of different categories of
commonsense knowledge on response generation
and address Q3, we systematically remove each of
these four categories of commonsense knowledge
to facilitate a performance comparison on the ED
and ESConv dataset with Sibyl, as illustrated in
Table 4 and 5. Excluding any of the four common-
sense knowledge categories leads to a reduction in
the quality of the generated response. Although
some variants perform better than the complete
method in particular metrics, the overall perfor-
mance shows a notable decrease. The causality of
the conversation holds less significance in the gen-
eration of empathetic responses, whereas emotional
cues provide greater insight into future information
for understanding the user’s situation. Furthermore,
the conspicuous disparity between the variant (w/o
intent) and our proposed complete method high-
lights the importance of predicting the potential
intent of future responses, aligning with earlier
studies (Chen et al., 2022; Wang et al., 2022).

5.7 LLMs-based Evaluation
We apply G-Eval (Liu et al., 2023) to assess the Nat-
uralness (Nat.) and Coherence (Coh.) of responses
from baseline approaches that utilize commonsense
knowledge in diverse ways. For task-specific re-
quirements, we compare Empathy (Emp.) in the
context of EMPATHETICDIALOGUES and Support-
iveness (Sup.) for ESConv.

We randomly selected 200 data from both ED
and ESConv datasets to perform G-Eval evaluation.
Calculating the average weighted score of sampled
data, the comparison result is shown in Table 6 and
Table 7, Sibyl outperforms all strong baseline of
commonsense inference in all aspects. The prompt
template is specified in Figure 7. More details are
provided in Appendix C.

5.8 Sibyl on Small Language Models: RQ4
To further validate the effectiveness of Sibyl, we
augmented the Normal Transformer with common-
sense knowledge from Sibyl for the multi-turn ED
dataset. By merely appending four categories of
commonsense knowledge to the dialogue context,
without any task instructions or background in-
formation, the results, shown in Table 8, demon-
strate that Normal TRS + Sibyl surpasses both
CASE and EmpSOA in automated metrics. Simi-
larly, we incorporated Sibyl into not only the Nor-
mal Transformer but also Blenderbot-small-90M
(Roller et al., 2021) and Bart-base (Lewis et al.,
2020), which are widely used backbones on the ES-
Conv dataset. The comparison results are shown in
Table 9. As MISC (Tu et al., 2022) and MultiESC
(Cheng et al., 2022) utilize commonsense knowl-
edge generated by COMET and emotion cause as
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additional information and are equipped with so-
phisticated modules to encode external common-
sense knowledge and semantic causal information,
Sibyl surpass these strong backbones by simply ap-
pending commonsense inference to the dialogue
context on the above-mentioned backbones.

5.9 Case Study

To better evaluate the performance of response gen-
eration, we selected an example generated by our
proposed paradigm and baselines for comparison.
The example in Table 10 demonstrates that base-
line models employing COMET and DIALeCT to
derive commonsense knowledge struggled to iden-
tify the future direction of the dialogue. Although
DOCTOR partially recognized the potential infor-
mation about the future to some extent, these three
kinds of inferences still led to responses that were
deficient in coherence and empathy. In contrast,
Sibyl concentrates on crucial information, such as
the possibility of the speaker having regular interac-
tions with children. The visionary red-highlighted
words accurately identify this detailed information,
leading to a more sensible and suggestive response.

6 Conclusion

Even when enhanced with commonsense knowl-
edge, LLMs still struggle with providing sensible
and empathetic responses when providing support
in multi-turn conversations. This paper posits that
the underlying issue stems from the one-to-many
nature of dialogue generation and commonsense
inference. We introduce a simple but effective
paradigm named Sibyl, bridging the gap between
context and intended response, and aiding different
scales of foundation models to envision dialogue
future. Through rigorous evaluation, Sibyl has
demonstrated its superiority as a model-agnostic
approach, evidenced by notable improvements in
automated metrics and assessments conducted by
human evaluators and advanced LLMs.

Limitations

In this paper, we introduce a new paradigm for ac-
quiring visionary commonsense knowledge, called
Sibyl. However, evaluating empathetic dialogue
systems remains challenging. As highlighted by
Liu et al. (2016), the scores from automatic evalua-
tion metrics often do not align fully with human as-
sessments in dialogue generation tasks. Leveraging
large language models (LLMs) as expert assessors

helps mitigate the issue of lacking labor-free, task-
specific evaluation metrics. Despite this, evaluating
empathy and supportiveness in generated content
automatically and convincingly remains problem-
atic. To address these challenges, we employ a com-
prehensive evaluation strategy that incorporates all
three methods: automatic evaluation, LLM-based
assessment, and human evaluation. This approach
ensures a thorough assessment of the responses and
validates the effectiveness of our proposed method.
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[SYSTEM]
Given a dyadic dialogue clip between a listener and a speaker , the objective is to
comprehend the dialogue and make inferences to identify the underlying cause of the
latest utterance stated by the listener (the reason contributing to the utterance
stated by the listener).

I will provide an example of a conversation clip and an explanation of the causes ,
which are as follows:

(1) Speaker: Job interviews always make me sweat bullets , makes me uncomfortable in
general to be looked at under a microscope like that.
(2) Listener: Don ’t be nervous. Just be prepared.
(3) Speaker: I feel like getting prepared and then having a curve ball thrown at you
throws you off.
(4) Listener: Yes but if you stay calm it will be ok.

What is the cause of the listener to post the next response? Please make inferences
based on the utterances before the last utterance of the conversation. Please
generate the answer like this: Answer: The cause of the listener ’s last utterance is
to reassure and encourage the speaker , emphasizing the importance of staying calm

despite unexpected challenges during a job interview.

[USER]
Now , generate one concise and relevant inference (no more than 40 words) of the
cause of the last utterance. The conversation clip is:

{context}

What is the cause of the listener to post the next response?

Answer:

Figure 5: Prompt template for Visionary Commonsense acquisition.

[SYSTEM]
Assuming that you are a highly empathetic person , there is a dyadic dialogue clip
between a listener and a speaker. You should first identify emotion of the speaker
in the dyadic dialogue clip , and then generate a concise , relevant , and empathetic
response for the following conversation.
Please generate a response that incorporates relevant common -sense knowledge:

The underlying cause of the listener ’s next utterance (the reason contributing to
response) is: {cause}.

The subsequent event about the listener that happens or could happen following the
last utterance stated by the listener: {subsequent}.

The possible emotional reaction of the speaker in response to the last utterance
stated by the speaker is: {emotion}.

The listener ’s intent to post the last utterance according to the emotion reaction
of the speaker is: {intent}.

[USER]
{speaker_utterance1}

[Assistant]
{listener_utterance1}

[USER]
{speaker_utterance2}

...

Figure 6: Prompt template for Sibyl training.

B Details of Baseline Methods

In this Section, we present the details of the base-
line methods we compared with our proposed
paradigm Sibyl.

CASE (Zhou et al., 2023): A model trained from
scratch with vanilla transformers (Vaswani et al.,
2017) on ED dataset. This work utilizes COMET
(Bosselut et al., 2019) and ConceptNet (Speer et al.,



138

2016) as auxiliary information and constructs a con-
ditional graph to represent all plausible causalities
between the user’s emotions and experience. We
select CASE as a reference of the traditional from-
scratched method on the ED benchmark.
M-Cue CoT (Wang et al., 2023): A multi-step
prompting mechanism to trace the status of users
during the conversation, performing complex rea-
soning and planning before generating the final
response. As M-Cue CoT is a prompting engineer-
ing method, we only compare it under prompted-
based experiments settings.
LLaMA and Flan-t5-xl (Dubey et al., 2024; Chung
et al., 2022): To evaluate the performance of basic
open-source foundation models, we utilize LLaMA
and Flan-t5-xl as the primary backbone models.
The experimental results reveal that the finetuned
generator responds solely based on the context of
the dialogue.
+ COMET (Bosselut et al., 2019): A Seq2seq
model enhanced by external knowledge comes
from ATOMIC (Hwang et al., 2021) which makes
inferences based on the last utterance of context.
Following (Sabour et al., 2021; Wang et al., 2022),
we apply COMET to generate five types of com-
monsense knowledge: the effect of the person (xEf-
fect), the reaction of the person speaking the corre-
sponding sentence (xReact), the intent before the
person speaking (xIntent), what the person needs
(xNeed), and what the person wants after speaking
the sentence (xWant).
+ DOCTOR (Chae et al., 2023): As a dialogue
Chain-of-Thought commonsense reasoner, DOC-
TOR adeptly integrates implicit information from
dialogues to formulate responses. It is trained on
various Open-Domain dialogue datasets, equipping
it with a strong ability to generalize across Out-of-
Domain data and reliably evaluate the psycholog-
ical states and topics of discussion between inter-
locutors.
+ DIALeCT (Shen et al., 2022): DIALeCT is a spe-
cialized model focused on dialogue-based common-
sense knowledge. It is trained across a broad spec-
trum of dialogue-related tasks and open-domain
dialogue datasets. This model is proficient in har-
nessing structural information from the entire dia-
logue context, rather than merely concentrating on
specific utterances.

C Details of LLMs-based evaluation

The absence of labor-free and practical evalua-
tion metrics has been a persistent challenge within
the field of NLP research. Thanks to the rise of
LLMs, several studies have explored the utiliza-
tion of LLMs in assessing content generated by
neural models. (Fu et al., 2023) propose a direct
approach, using LLMs as reference-free evalua-
tors for Natural Language Generation (NLG), view-
ing the evaluation process as a probability calcula-
tion. Moreover, (Liu et al., 2023) and (Chiang and
yi Lee, 2023) introduce a prompt-based framework
for LLMs, ensuring adherence to the generated in-
structions and offering a more detailed continuous
score by adjusting the discrete scores based on their
token probabilities.

We apply G-Eval (Liu et al., 2023; Chiang and
yi Lee, 2023) to assess the Naturalness (Nat.) and
Coherence (Coh.) of responses from baseline
models that utilize commonsense knowledge in
diverse ways. For task-specific requirements, we
compare Empathy (Emp.) in the context of EM-
PATHETICDIALOGUES and Supportiveness (Sup.)
for ESConv. As the token probabilities of Chat-
GPT (OpenAI, 2022) are unavailable, we set ’n =
20, temperature = 1, topp = 1’ to sample 20
times to estimate the token probabilities.

Strictly following the rating strategy (Liu et al.,
2023), we prompt gpt-4o to discretely rate 1 to 3
points to these generated responses. Specifically,
we require the LLMs to rate 1 when the generated
response fails to meet a certain aspect. Rating
a ’2-point’ means the response is totally ok, and
meets the certain requirement to some extent. For
responses that actually meet the desired demands,
LLM is asked to give a ’3-point’ rating.

We randomly selected 200 data from both ED
and ESConv datasets to perform G-Eval evaluation.
Calculating the average weighted score of sampled
data, the comparison result is shown in Table 6 and
Table 7, Sibyl outperforms all strong baseline of
commonsense inference in all aspects. The prompt
template is specified in Figure 7.
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[SYSTEM]
Your task is to rate the responses on one metric.
Please make sure you read and understand these instructions carefully. Please keep
this conversation history open while reviewing , and refer to it as needed.
Evaluation Criteria:
Empathy (1-3) Is the response empathetically written?

- A score of 1 (bad) means that the response is not empathetic.
- A score of 2 (ok) means the response is totally ok, but empathetic to some extent.
- A score of 3 (good) means the response is empathetic , showing the Listener
understands the User ’s emotional state and situation.
Evaluation Steps:
1. Read the conversation , the conversation between the two individuals.
2. Read the potential response for the next turn in the conversation.
3. Evaluate the response based on its Empathy , using the provided criteria.
4. Assign a rating score of 1, 2, or 3 based on the evaluation.

[USER]
Conversation History:
{Dialogue History}
Response:
{Response}

Evaluation Form (Answer by starting with "Analysis :" to analyze the given example
regarding the evaluation criteria as concise as possible , and then give the numeric
rating on the next line by "Rating :"):
Empathy:

Figure 7: Prompt template for evaluating the empathy of the generated response using GPT-4.

ED ESConv
Nat. Emp. Coh. Nat. Sup. Coh.

CASE 2.053 1.539 1.995 - - -
MultiESC - - - 2.092 1.23 1.812
LLaMA3.1 2.512 1.849 2.635 2.332 1.376 2.214
+ COMET 2.464 1.747 2.646 2.368 1.944 2.465
+ DOCTOR 2.503 2.088 2.653 2.349 1.408 2.496
+ DIALeCT 2.441 1.115 2.644 2.381 1.867 2.526
+ Sibyl 2.568 2.396 2.774 2.387 1.958 2.599

Table 6: LLMs based Evaluation results on EPATHET-
ICDIALOGUES (ED) and ESConv dataset under Super-
vised Finetyuning.

ED ESConv
Nat. Emp. Coh. Nat. Sup. Coh.

GPT-4 2.19 2.171 2.192 1.838 1.983 1.713
+ COMET 2.188 2.176 2.188 1.842 1.979 1.712
+ DIALeCT 2.126 1.793 2.186 1.841 1.793 1.71
+ M-Cue CoT 2.189 1.792 2.124 1.841 1.982 1.716
+ Sibyl 2.191 2.176 2.191 1.846 1.984 1.717

Table 7: LLMs based Evaluation results on EPATHET-
ICDIALOGUES (ED) and ESConv dataset under In-
Context Learning.
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Models BLEU-1/2/3/4 Dist-1/2/3 ROU_L. MET. Ave. Ext. CIDEr
Normal Transformer 13.74/5.70/2.85/1.55 0.66/3.16/6.40 16.12 12.02 86.82 51.87 15.04
EmpSOA 16.16/7.65/4.29/2.71 0.74/3.67/7.58 17.69 13.51 85.83 51.52 19.2
CASE 15.99/7.41/3.90/2.29 0.64/3.02/5.98 18 7.77 87 51.02 18.12
Normal Transformer + Sibyl 18.08/8.48/4.47/2.57 0.87/5.76/14.20 18.86 14.92 86.82 52.38 22.41

Table 8: Automatic evaluation results for models with transformers trained from scratch (Normal Transformer) on
the ED dataset. The best outcomes are highlighted in bold.

Models BLEU-1/2/3/4 ROU_L. MET. Ave. Ext. CIDEr
Normal TRS 15.61/4.83/1.88/0.80 13.59 6.13 88.45 45.11 4.80
Normal TRS + Sibyl 21.76/11.16/4.64/1.87 22.16 21.72 90.41 52.01 5.56
Blenderbot-Joint 17.62/6.91/2.81/1.66 17.94 7.54 - - -
MISC - / 7.31 / - / 2.20 17.91 - - - -
Blenderbot + Sibyl 19.08/7.41/3.4/2.27 17.97 - 91.11 50.45 7.5
MultiESC (Bart-base) 18.73/7.58/3.93/2.23 18.57 8.35 91.14 48.18 22.23
MultiESC + Sibyl 19.78/7.98/4.12/2.38 18.6 8.54 91.03 46.85 23.1

Table 9: Automatic evaluation results for models with transformers trained from scratch (Normal Transformer),
Blender-small-90M, and Bart-base on the ESConv dataset.

Speaker: Hi, I feel so lonely sometimes because all my friends live in a different country.

Listener: Oh, I’m sure you are lonely. Maybe you can join some kind of club that lets you meet new friends?

Dialogue Context Speaker: I was thinking about it! I wanted to join a group for local moms.

Response: That’s a good idea! This way you can also meet friends for yourself, but also maybe meet new friends
for your children to hang out with while you do with their moms!

+ COMET That would be fab! Do you live in a big city or a small town?

+ DOCTOR The speaker wants to join a club that allows them to meet new friends. The listener suggests that the speaker join
a local club that would be suitable for their area.

+ DIALeCT That would be great, I’m sure you will have great luck!

Subsequent events: The listener is likely to suggest specific activities or events that the speaker can participate
in to meet new friends, showing a proactive and helpful approach to the conversation.

Visionary
Emotion state: The speaker feels hopeful and appreciates the listener’s suggestion to join a group for local
moms, as it aligns with their desire to meet new friends.

Commonsense Cause: The listener is motivated by empathy and the desire to offer practical solutions, encouraging the speaker
to pursue social connections .

Intent: To encourage the speaker, acknowledging the potential benefits of joining a group for local moms and
expressing hope that it will lead to positive outcomes for both the speaker and their children.

+ Sibyl (Ours) That would be a great idea. You can make friends for yourself and for your children.

Table 10: An example involving responses from different versions of LLaMA models which are enhanced with
different commonsense knowledge. The words relating to commonsense knowledge are highlighted in red, while
phrases in red signify the connection with knowledge and dialogue history.
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