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Abstract

Detecting user frustration in modern-day task-
oriented dialog (TOD) systems is imperative
for maintaining overall user satisfaction, en-
gagement, and retention. However, most re-
cent research is focused on sentiment and emo-
tion detection in academic settings, thus fail-
ing to fully encapsulate implications of real-
world user data. To mitigate this gap, in this
work, we focus on user frustration in a deployed
TOD system, assessing the feasibility of out-of-
the-box solutions for user frustration detection.
Specifically, we compare the performance of
our deployed keyword-based approach, open-
source approaches to sentiment analysis, dia-
log breakdown detection methods, and emerg-
ing in-context learning LLM-based detection.
Our analysis highlights the limitations of open-
source methods for real-world frustration detec-
tion, while demonstrating the superior perfor-
mance of the LLM-based approach, achieving
a 16% relative improvement in F1 score on an
internal benchmark. Finally, we analyze ad-
vantages and limitations of our methods and
provide an insight into user frustration detec-
tion task for industry practitioners.

1 Introduction

Berkowitz (1989) defines frustration as an emo-
tional state that is a result of the occurrence of an
obstacle that prevents the satisfaction of a need. As
such, in the context of task-oriented dialog (TOD)
systems, detection of user’s frustration is an es-
sential component in ensuring the fulfillment of
the user’s goal (Hinrichs and Le, 2018). The im-
portance stems from the fact that frustrated users
often abruptly terminate their conversation with a
TOD system, leading to a low likelihood of their
return. Thus, timely detection of user frustration
has many benefits, as the system can employ dia-
log flow repair techniques or transfer the user to a
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Figure 1: Example of user frustration in a deployed
TOD system. The user can only come after 6PM due to
work, but the system misses this and suggests the next
available slot. Traditional sentiment models often fail
to detect such nuances, as there is no explicit mention
of negative sentiment.

human agent, in order to improve the user experi-
ence (Zhang et al., 2023a).

While a large body of work on the topic of emo-
tion detection in dialog (Pereira et al., 2022; Zhang
et al., 2023b; Wang et al., 2024) and dialog break-
down detection (Li et al., 2020; Terragni et al.,
2022) exists, research on user frustration detection
in real-world TOD systems is scarce. Therefore, in
this paper, we present a unique perspective from
the industry, analyzing user frustration in conversa-
tions from a deployed TOD system.

Specifically, we showcase the gap between
research-oriented approaches and real-world ap-
plications. To this end, we compare emotion de-
tection datasets constructed for academic research,
namely EmoWoZ (Feng et al., 2022), to our inter-
nal data gathered from real users conversing with a
deployed TOD system, finding several differences,
discussed in Sect. 5.1. We hypothesize that the
differences arise mainly from the fact that there is
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a real sense of urgency and importance in complet-
ing the real-world tasks, whereas users in academic
benchmarks are more cooperative and may even
tolerate mistakes from the TOD system.

Additionally, we assess established methods for
sentiment analysis (Hartmann et al., 2023), emo-
tion detection (Huang, 2024), and dialog break-
down detection (Bodigutla et al., 2020) on our
internal dataset, concluding they are mostly in-
sufficient for successfully detecting user frustra-
tion. In an attempt to mitigate this gap, we propose
two approaches, stemming from two different an-
gles: 1) currently deployed keyword-based user
frustration detection method, grounded in senti-
ment analysis; ii) novel, emerging in-context learn-
ing LLM-based method.

We conclude that our rule-based approach, al-
though precise, fails to detect user frustration in a
large number of cases. Furthermore, LLM-based
approach outperforms all of the aforementioned
approaches on our internal frustration detection
benchmark. Finally, we outline promising direc-
tions for future work through the industry-relevant
perspective.

2 Related Work

Early detection of user frustration is essential for
improving the quality of TOD systems. Causes
of user frustration include poor performance, poor
utility and poor usability of the systems they inter-
act with (Hertzum and Hornbak, 2023), such as the
inability of the system to correctly understand user
requests, a mismatch between user expectations
and obtained results or an overall dissatisfaction
with the provided results.

Much of the existing work on user frustra-
tion explores the problem from a non-technical
view (Goetsu and Sakai, 2020; Brendel et al., 2020;
Hertzum and Hornbak, 2023), focuses on the
broader scope of human-machine interaction (Wei-
demann and Ruflwinkel, 2021) or explores miti-
gating breakdowns in such interactions (Li et al.,
2020; Terragni et al., 2022), yet without explicitly
targeting user frustration detection. Additionally,
some studies have focused on user satisfaction esti-
mation and overall dialog quality assessment (Rach
etal.,2017; Bodigutla et al., 2019a, 2020; Sun et al.,
2021) Since determining user frustration is a more
targeted goal, it can be seen as a subset of such
studies, making the nuances of mapping user sat-
isfaction levels to frustration both challenging and

error-prone. Similarly, emotion detection (Pereira
et al., 2022; Zhang et al., 2023b; Wang et al., 2024)
could be seen as an important prerequisite for user
frustration assessment. The main idea behind such
studies is that frustration is present if emotions such
as dissatisfaction or anger can be detected in the
given textual content.

As detecting user frustration is both subtle
and complex, hand-crafted feature engineering
may also not be enough (Hinrichs and Le, 2018;
Ang et al., 2002). Meanwhile, LLMs have re-
cently yielded impressive performance on a vari-
ety of tasks, encoding much general world knowl-
edge (Touvron et al., 2023; OpenAl, 2023). We
thus investigate to what extent such an approach
could be suitable for detecting user frustration. To
the best of our knowledge, this is the first work
targeting unsupervised user frustration detection
using LL.Ms within deployed TOD systems.

3 User Frustration Detection

In this section, we first formalize the task of user
frustration detection. Next, we describe our de-
ployed rule-based approach and propose a novel
method based in in-context learning with LLMs.
Finally, we describe competitive baselines used as
comparison to our approaches and details regard-
ing our internal benchmark data, sourced from a
deployed TOD system.

We define U/ as the domain of all textual utter-
ances. Then, given an ordered list of tuples (i.e.,
a dialog history) H = [(s;,u;) | i € {1,...,t}],
where s; € U and u; € U denote system and user
utterance at dialog turn ¢, respectively, the goal is
to find such function f : U x U — {0, 1} that
for presence of frustration in the dialog outputs
positive label, and negative otherwise.

3.1 Rule-Based Approach

Our deployed user frustration detection system re-
lies on keyword match in user utterances. Specif-
ically, we have curated a set of keywords K =
{kws, ..., kwy}, mainly composed of profanity,
words explicitly indicating negative emotion, and
insults, indicating potential frustration. In practice,
for each keyword kw; € K, we check if it appears
in the current user utterance kw; € ug; if a match
is found, the conversation is marked as frustrated.

3.2 LLM-Based Approach

In-context learning (ICL) paradigm with LLMs
has demonstrated strong performance across a
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wide range of tasks, without the need for time-
and compute-expensive fine-tuning (Brown et al.,
2020). We hypothesize that LLMs are well-suited
to identifying the nuanced indicators of user frus-
tration when given an appropriate description and
context. Therefore, we propose a novel approach
for frustration detection in TOD systems, based on
ICL with LLMs.

Specifically, we design an ICL prompt
P(T, D, H) which includes: i) task description
(T) of user frustration in the context of TOD sys-
tems and common cues for its identification, ii)
domain (D) of the conversation (e.g., booking ap-
pointments), which helps the language model un-
derstand the expected interaction patterns and iii)
conversation history (H) formatted as a string with
“USER:” and “SYSTEM:” prefixes to distinguish be-
tween roles. The LLM processes this context and
generates the corresponding binary frustration label
UF = fLoa(P(T, D, H)).

The prompt strings used are detailed in App. A.
In the experiments shown in Sect. 4 we also pro-
vide the results obtained when further augmenting
the prompt with few-shot examples, and compare
them with this zero-shot approach.

3.3 Baselines

We compare our aforementioned in-house methods
for user frustration detection with baselines from
three different streams of approaches: i) sentiment
analysis; ii) emotion detection; iii) dialog break-
down detection (DBD).

Sentiment Analysis and Emotion Detection.
Sentiment analysis baselines aim to classify the
sentiment of a text as either positive or negative.
All samples having negative sentiment are con-
sidered as entailing user frustration. As the rep-
resentative of this group, we leverage RoBERTa-
large model, fine-tuned on a large variety of senti-
ment classification datasets (Hartmann et al., 2023).
We dub this method RoBERTa-Sent. On the other
hand, emotion detection involves identifying a spe-
cific emotion from a predefined set in a given
text. We employ two models: a distilled ver-
sion of BERT model trained on the conversational
EmoWOZ (Feng et al., 2022) dataset, and and a
distilled version of ROBERTA model trained on
various emotion classification datasets (Hartmann,
2022). The first model predicts the emotions of
satisfaction, dissatisfaction, abuse, apology, ex-
citement, fear and neutrality, while the latter one

classifies the states of anger, fear, disgust, joy, neu-
trality, sadness and surprise. We dub these models
DistilBERT-EmoWoZ and DistilRoBERTa—Emo, re-
spectively. In this work, dissatisfaction and abuse,
as well as anger and disgust are considered as indi-
cators of users’ frustration.

As the above-described methods might be
designed for either single-sentence or full-
conversation input formats, following Feng et al.
(2022), we evaluate them with two different input
types: i) only the last user utterance uy as input
(-LU); ii) full conversation H as input (-FC). The
input format is indicated by appending the abbrevi-
ation to the method dub.

Feature-Based Dialog Breakdown Detection.
This method leverages hand-crafted features in
order to estimate the amount of user satisfaction
on different conversation levels (Bodigutla et al.,
2019a,b). We adapt this baseline to our use-case by
applying a simple classifier on top of the subset of
features presented in (Bodigutla et al., 2019a). The
list of used features is portrayed in App. B.

3.4 Data

Our data consists of real user conversations with
our currently deployed TOD system. The conversa-
tions generated by this system are often lengthy and
span multiple dialog phases. In this work, we focus
on two specific dialog phases that are particularly
prone to user frustration: i) booking negotiations,
where the system attempts to schedule a suitable
time slot for a user seeking an appointment; and
ii) receptionist, where the system attempts to route
the user to the appropriate department or agent
based on their needs.

We collect conversations with more than one
turn from a week of production data, resulting in a
dataset of 270 booking negotiations and 285 recep-
tionist transfers. Further details and comparison to
EmoWoz (Feng et al., 2022) is shown in Table 3.

Although previous work has explored automated
signals to detect user frustration, such as hang-ups
or requests for a live operator (Terragni et al., 2022),
these methods are susceptible to noise, since a frus-
trated user may choose to continue the conversa-
tion, or a user might hang up for reasons unrelated
to frustration. Therefore, we conduct manual an-
notation of the collected data: we employ three
in-house experts to annotate each sample with a
binary label indicating whether the user is frus-
trated or not. The annotators were provided with
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UF = 0 (not frustrated)

UF =1 (frustrated)

P R F P R 2t Macro-F;
Sentiment Analysis (Hartmann et al., 2023)
RoBERTa-Sent-FC 0.73 0.11 0.18 0.34 092 0.50 0.34
RoBERTa-Sent-LU 077 072 0.75 0.51 0.58 0.54 0.65
Emotion Detection
DistilBERT-EmoWoZ-FC (Huang, 2024) 0.70 0.77 0.73 042 034 0.38 0.56
DistilBERT-EmoWoZ-LU 0.74 0.68 0.71 045 0.52 048 0.60
DistilRoBERTa-Emo-FC (Hartmann, 2022) 0.67 1.00 0.80 0.00 0.00 0.00 0.40
DistilRoBERTa-Emo-LU 0.68 1.00 0.81 0.88 0.04 0.07 0.44
Dialog Breakdown Detection
DBD+LogReg (Bodigutla et al., 2020) 0.78 093 0.85 0.78 046 0.58 0.71
Rule-Based Approach
Keyword Matching 0.67 1.00 0.80 1.00 0.01 0.01 0.41
LLM-based ICL Approach
GPT-40-zero-shot 098 0.83 0.90 0.74 096 0.83 0.86
GPT-40-two-shot 0.85 097 091 0.92 0.66 0.77 0.84
Llama-3.1-405B-zero-shot 099 0.74 0.85 0.67 099 0.79 0.83
Llama-3.1-405B-two-shot 097 0.84 090 0.75 096 0.84 0.87

Table 1: Results of various approaches for user frustration detection on our deployed TOD system benchmark.

guidelines, reaching an inter-rater agreement, as
measured by Fleiss’ x, of 0.48. This agreement
indicates moderate reliability (Landis, 1977), while
also suggesting a degree of subjectivity in the anno-
tation task. Disagreements were manually resolved
in a post-processing phase.

4 Results

Table 2 presents the results of our experiments.
While we primarily focus on macro-F1 for perfor-
mance comparison, we additionally focus on recall
for UF=1 (frustrated), since it highlights the propor-
tion of frustrated conversations correctly identified,
which has the greatest impact on user satisfaction.
We make several observations from the results, with
a follow-up discussion presented in Sect. 6.

Sentiment analysis models and emotion detec-
tion models fine-tuned for the TOD domain per-
form poorly compared to dialog breakdown or
LLM-based ICL approaches. Notably, these base-
lines perform the best when only the final user ut-
terance is considered, with the performance of the
best model dropping from 66% to 34% when ana-
lyzing the full conversation history. This suggests
that these models capture only the emotion in iso-
lated utterances, but fail to detect frustration cues
embedded in the broader conversational context.

Features derived from the dialog breakdown de-
tection domain are effective for detecting user frus-
tration, outperforming sentiment and emotion de-
tection baselines. However, although DBD outper-
forms them in terms of Macro-F1, it does seem
inclined towards the UF=0 class, as suggested by a
relatively low recall in the UF=1 class.

Our currently deployed keyword-based approach
achieves 100% precision, but suffers from an ex-
tremely low recall of only 1% for frustrated con-
versations, resulting in a very low Macro-F1 score
of 41%. This indicates that poor conversation han-
dling does not always manifest as overtly negative
language. While keyword-based methods may be
inexpensive, they are inadequate for capturing the
full range of frustrated scenarios.

ICL with LLMs outperforms all other ap-
proaches, both in zero- and two-shot settings.
Specifically, in terms of Macro-F1, we observe
more that +33% relative improvement over senti-
ment and emotion detection methods and +22%
relative improvement over the DBD method. We
further note the comparable performance of both
LLaMA-3.1-405B and GPT-40 in both zero- and
few-shot settings, suggesting that our ICL prompt
generalizes well across different LLMs and number
of shots. However, adding few-shot examples to
the prompt does not yield substantial performance
improvement, and even slightly degrades perfor-
mance for GPT-4o.

5 Qualitative Analysis

This section compares academic benchmarks with
real-world data and qualitatively analyzes open-
source and in-house methods.

5.1 Academic Data vs. Real-World Data

We compare our data to an academic bench-
mark for emotion detection in TOD systems,
EmoWoZ (Feng et al., 2022), built in a controlled
lab environment through Wizard-of-Oz and crowd-
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Macro-F}

Sentiment Analysis (Hartmann et al., 2023)
RoBERTa-Sent-FC 0.34
RoBERTa-Sent-LU 0.65
Emotion Detection

DistilBERT-EmoWoZ-FC (Huang, 2024) 0.56
DistilBERT-EmoWoZ-LU 0.60
DistilRoBERTa-Emo-FC (Hartmann, 2022) 0.40
DistilRoBERTa-Emo-LU 0.44
Dialog Breakdown Detection

DBD+LogReg (Bodigutla et al., 2020) 0.71
Rule-Based Approach

Keyword Matching 0.41
LLM-based ICL Approach

GPT-40-zero-shot-LU 0.67
GPT-40-two-shot-LU 0.75
Llama-3.1-405B-zero-shot-LU 0.63
Llama-3.1-405B-two-shot-LU 0.75
GPT-40-zero-shot-FC 0.86
GPT-40-two-shot-FC 0.84

Llama-3.1-405B-zero-shot-FC 0.83
Llama-3.1-405B-two-shot-FC 0.87

Table 2: Comparison of UF detections performed on
last user utterance (LU) and full conversations (FC).

EmoWoZ Internal data
# Dialogues 11,438 555
# Unique tokens 28,417 995
Avg. tokens / user turn 10.6 3.1
Avg. user tokens/dialogue 55.6 7.8
% Repeated Utt. (fuzzy) 2.1% 8%
% Repeated Utt. (cosine) 4% 9.6%

Table 3: Internal dataset vs. EmoWOZ benchmark.

sourcing techniques. In contrast, our internal
dataset derives from real user interactions with a
deployed TOD system, resulting in differences in
emotional complexity, dialogue flow, frustration
triggers, and user behavior. A key distinction is
that real-world data includes dialogues where un-
fulfilled tasks can have tangible negative effects,
creating a more urgent and authentic environment
than academic benchmarks.

Through our analysis, which included two ex-
perts analyzing hundreds of conversations of both
datasets, we observe several patterns indicating
differences between them: 1) different frustration
triggers; ii) real-world urgency vs lenient lab en-
vironment; iii) number of user requests for human
assistance; iv) user familiarity with the system.

Frustration in our data stems from task-specific
issues, like unavailable appointment times and the
system’s persistence with non-preferred options,
while in EmoWoZ, it arises from a broader range
of factors like misunderstandings or delays. Real
users aim to complete tasks in real-time, so system
failures lead to immediate dissatisfaction. In con-

trast, users in a lab environment face less pressure
to complete tasks and can often move on to another
goal within the same dialogue, giving the system a
chance to recover or simply accepting the mistake.

Moreover, requests for human assistance are
frequent and explicit in real-world, while almost
non-existent in the EmoWoZ data. While this is
understandable in academic benchmarks, where
dialogues are acquired through WoZ techniques,
such requests are nonetheless an important part of
deployed TOD systems and should be looked at
through the lens of potential frustration. Finally,
we observe cases where user familiarity with the
capabilities of the system impacts their ability to
fulfill their tasks without being frustrated. Such
scenarios are not possible in academic benchmarks,
as users in the lab are given specific instructions on
how to interact with the system (Kim et al., 2024).

As shown in Table 3, frustration in real-world
data is frequently conveyed through context and
repetition rather than explicit wording. This aligns
with the findings of qualitative analysis presented
above. User responses are typically concise and
to the point due to the nature of human-system in-
teractions, with an average token count per user
utterance reflecting this directness. Also the choice
of words tends to be simpler and with less variabil-
ity as indicated by a lower number of unique tokens
present in the dialogues.

5.2 Open-Source vs. In-House Methods

We observe a limitation of sentiment and emotion
detection methods in presence of system’s apolo-
getic behavior (e.g., responses containing phrases
like “I’m sorry” or “I apologize”), as shown on
Fig. 2a. Such system utterances tend to dominate
the overall perception of sentiment/emotion in the
conversation, thereby diminishing the impact of ex-
pressed frustration in one or more user utterances.
Both the LLM- and DBD-based method are more
robust to this phenomena.

Sentiment analysis and emotion detection ap-
proaches fail to recognize the repetition of users’
requests, in cases where these requests were not
initially met by the system, as an indication of
frustration (Fig. 2b). On the other hand, LLM-
and DBD-based methods more successfully cap-
ture such repetition pattern.

However, all of the approaches encounter diffi-
culties in long negotiation scenarios (Fig 2c), with
a significant number of false positives arising from
misinterpreting the negative sentiment and repe-
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=" Dialog 1: Apologetic behavior of the system Dialog 2: Repetition as indicator of frustration % Dialog 3: Repetition of rejections in negotiation
U: Could | have the accessors department, please? U: talk to human S: Would today at 01:45PM be okay for you?
S I'msorry, | couldn't find an accessors department. Could S: | am sorry, could you please provide more details to help U: Uh, ho, Saturday morning, early in the morning

you please provide more details about what you're looking me direct your call to the correct department? S: We are booked on the time. How about today at 2PM?

for? U: talk to human U: Uh, no, no, Saturday or Monday morning
U: I'm looking for a floor mat on a trunk cover S: | apologize for inconvenience. Could you provide the S: Would Monday at 12:45PM be okay for you?

reason you would like to speak to a human? U: Uh, yes
U: talk to human
Keyword Sentiment Emotion Dialog Breakdown| LLM-based Keyword Sentiment | Emotion Dialog Breakdown|LLM-based Keyword Sentiment Emotion Dialog Breakdown| LLM-hased
\ @ matching X detection detection Detection methods J K matching| /) detection | X detection Detection methods / matching| /) detection detection| X Detection | X methods /
a) b) J

Figure 2: a) Negative sentiment prediction influenced by the apologetic behavior of the system b) Frustration caused
by the system’s failure to transfer the user to live agent. Yellow exclamation sign indicates that the example has
been correctly classified by the FC-based sentiment approach only. ¢) Non-frustrated repetition of rejections in the
process of time slot negotiations. Yellow exclamation sign indicates that the example has been correctly classified
by LU-based and incorrectly by FC-based sentiment/emotion detection methods.

titions of users’ rejections (e.g., responding “no”
to system’s question about user’s availability at a
certain time slot) as frustration. Moreover, emotion-
based methods exhibit high sensitivity to interjec-
tions in the text, such as “uh” or “ah”.

Finally, we observe poor performance of LLM-
based methods in short conversations, which often
lack significant contextual information. These con-
versations typically consist of up to three turns.

6 Discussion

User frustration detection is an important com-
ponent in real-world TOD systems. We argue
that, especially with the rise of popularity of conver-
sational interfaces (McTear, 2017), the task tackled
in this study is essential for maintaining user sat-
isfaction and engagement. However, as pointed
out in Sect. 5.1, current academic benchmarks for
similar tasks are too sterile, as the dialogues were
created in a controlled lab setting. The differences
between the real-world and academic benchmarks
stem mainly from the real sense of urgency of ful-
filling the task in the real world, while the simulated
lab environment lacks the unpredictability and pres-
sure of real-world scenarios. Therefore, we call for
additional attention to user frustration detection
both from academia and industry practitioners.
Frustration manifests in many ways, not lim-
ited to negative language. As detailed in Sect. 4,
our currently deployed keyword-based approach,
that relies on identifying profane and negative lan-
guage in user utterances, suffers from extremely
low recall. This, together with qualitative analysis
presented in Sect. 5.2, indicates that poor conversa-
tion handling does not always manifest as overtly
negative language. Thus, while keyword-based
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methods may be inexpensive, they are inadequate
for capturing the full range of frustrated scenarios.
On the other hand, our method fitted on the dia-
log breakdown detection features performs fairly
well. Although this approach is not directly com-
parable to the out-of-the-box or zero-shot meth-
ods, it shows how dialog breakdown relates to our
user frustration task; features such as repetition and
negation serve as strong indicators of frustration.

General-domain emotion and sentiment mod-
els are insufficient for real-world TOD systems.
The poor performance might stem from the facts
that the manifestation of frustration varies from per-
son to person (Bandura, 1973) and includes a wide
variety of emotions, e.g., depression (Berkowitz,
1989), thus going beyond the fixed set of emotions
typically covered by pre-trained methods. We hy-
pothesize that their performance would increase
if fine-tuned on domain data of a TOD system.
However, such approach introduces maintenance
overhead for systems operating across diverse and
evolving domains. Further, a drop in performance
when full conversations were used, indicates that
such methods are over-sensitive to non-emotion-
related text, as the overall emotion expressed by
the user gets diluted by system’s utterances.

ICL with LLMs is an emerging method for
frustration detection. LLM-based methods out-
perform all baselines, suggesting that they cap-
ture both semantic- and dialog structure-related
signals. Moreover, similar performance of GPT-40
and Llama-3.1 demonstrates that our ICL prompt
generalizes well across different LLMs. Another
advantage of this approach is that it can be adapted
to any domain as long as the domain is adequately
described in the ICL prompt (Feng et al., 2024).



7 Conclusions

In this study, we investigated the feasibility of user
frustration detection with out-of-the-box methods,
including open-source sentiment and emotion de-
tection, as well as deployed rule- and LLLM-based
methods. We conclude that open-source methods
are not fit for production TOD systems, likely due
to the nature of the data, which is vastly different
from real-world data, they were trained on. More-
over, we find an LLM-based approach promising,
as it tends to capture both emotion and potential
dialog breakdowns, thus significantly outperform-
ing other methods. Future work encapsulates a
promising direction of multi-modal (speech + text)
methods for user frustration detection (Ang et al.,
2002). Finally, we aim to expand our detection
across multiple user calls, therefore creating a user
profile that can help with frustration detection.
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A In-Context Learning Prompt

Fig. 3 shows the different components of our in-
context learning prompt for user frustration detec-
tion with Large Language Models (LLMs). The
task definition and domain description are human-
generated, and the conversation history is a variable
which is sample-dependent. We also attach output
instructions which inform the LLM to respond in
the desired format.

B Dialog Breakdown Detection Features

Table 4 lists the set of hand-crafted features utilized
in the baseline from the Dialog Breakdown Detec-
tion domain. The original set is given in Bodigutla
et al. (2020). In our experiments, embeddings lever-
aged in the calculation of cosine similarity are cre-
ated by the MPNet-like model (all-mpnet-base-v2)
trained using the process described in Reimers and
Gurevych (2019).

C Ethical Considerations

As our study relies on data gathered from real users,
we take several steps towards ensuring users’ rights,
privacy, and fair use of their data, in accordance
with the US law. First, prior to their conversation
with our TOD system, we obtain an informed con-
sent on the recording of the conversation and using
the recording for any types of advancements of our
system. Second, we ensure privacy by performing
anonymization of any potentially identifying user
information. Finally, we do not report any real user
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Task Description (T)

In this task, you are given a conversation between a user and a task-oriented dialog system. Your goal is to
determine if the user is frustrated during the conversation.

User frustration is often expressed through negative emotions, such as anger, irritation, or dissatisfaction. Some cues
indicating frustration include:

* Profanity or abusive language directed at the system.

 Hostility or irritation toward the assistant.

* Direct expressions of frustration, such as complaints about the system’s performance or the conversation itself.
Frustration can also be more subtle and does not always involve negative language. A user may become frustrated
when the system is unable to handle the conversation effectively or help the user accomplish their task. This may lead to
breakdowns in the dialogue, where the user either disengages or expresses a desire to stop the interaction.

To classify frustration, consider the following signs:
» Repetition of requests or questions due to the system’s failure to resolve the user’s issue.
» Use of negation, where the user rejects the system’s suggestions or responses.

* Long, unresolved conversations where the user’s task remains incomplete.

» The user’s general dissatisfaction with the system’s responses, even without overt hostility.

Domain (D)

The conversation you are analyzing occurs in one of these two domains:

* Receptionist system responsible for transferring calls to the appropriate department or agent. The system is
expected to ask clarifying questions to help find the correct target.

* Booking agent that is negotiating the time slot for an appointment. We expect some back and forth between the
user and the system to find a slot that works well for the user.

CONVERSATION: {chat_history}

Output Instructions

Return a single number:
¢ ( if the user is not frustrated

e 1 if the user is frustrated

Figure 3: In-Context Learning Prompt for User Frustration Detection in Task-Oriented Dialog Systems. The context
is comprised of the description of the task (7°), the domain of the conversation (D) and the conversation history (H).
Our prompt also includes output instructions to generate binary user frustration labels.

data in this paper. Reported examples are manually
augmented or rephrased in a way that preserves
the right context, while ensuring no user utterance
exactly matches the original user utterance.
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Feature name

Computation methodology

Semantic paraphrase of user’s req.
Semantic repetition of system’s resp.

Semantic coherence of user’s req. and system’s resp.

Syntactic paraphrase of user’s req.
Syntactic repetition of system’s resp.

Syntactic coherence of user’s req. and system’s resp.

Length of user’s requests
Length of system’s response
Length of full conversation
Number of turns in conversation

MA of the cosine similarity between pairs of utterances u;—1 and u;

MA of the cosine similarity between pairs of utterances s;—; and s;

MA of the cosine similarity between utterances s;_; and u;

MA of the Jaccard index between sets of words of utterances u;_1 and u;
MA of the Jaccard index between sets of words of utterances s;_1 and s;
MA of the Jaccard index between sets of words of utterances s;—1 and u;
MA of the utterance length u;

MA of the utterance length s;

Number of characters in observed dialog H

Number of pairs (u, s¢)

Table 4: The set of features used in Dialog Breakdown Detection approach. MA represents the moving average
across the consecutive pairs in the observed dialog H.
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