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Abstract

The increasing integration of multimedia such
as videos and graphical abstracts in scien-
tific publications necessitates advanced sum-
marization techniques. This paper introduces
Uni-SciSum, a framework for Scientific Multi-
modal Summarization with Multimodal Output
(SMSMO), addressing the challenges of fus-
ing heterogeneous data sources (e.g., text, im-
ages, video, audio) and outputting multimodal
summary within a unified architecture. Uni-
SciSum leverages the power of large language
models (LLMs) and extends its capability to
cross-modal understanding through BridgeNet,
a query-based transformer that fuses diverse
modalities into a fixed-length embedding. A
two-stage training process, involving modal-
to-modal pre-training and cross-modal instruc-
tion tuning, aligns different modalities with
summaries and optimizes for multimodal sum-
mary generation. Experiments on two new
SMSMO datasets show Uni-SciSum outper-
forms uni- and multi-modality methods, ad-
vancing LLM applications in the increasingly
multimodal realm of scientific communication.

1 Introduction

Scientific publications are getting more “multime-
dia”, containing not only text but also visual and au-
ditory content. A popular multimedia publication
format nowadays comprises a presentation video,
as well as the corresponding Graphical Abstracts
(GA), which serve as a diagrammatic summary, and
text-based Research Highlights (see Figure 1). The
GA helps readers gain a visualized understanding
of the paper, while the text offers more detailed
explanations. By combining information from dif-
ferent modalities, summaries become more accu-
rate and effectively convey the paper’s main mes-
sage. This highlights the need for SMSMO (Scien-
tific Multimodal Summarization with Multimodal
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Figure 1: A paper-summary example taken from our
SMSMOceiipress dataset. The words in the text
summary represent keywords that exist in the source
text, whereas the words represent concepts de-
scribed in video/audio/images. Underlined words repre-
sent items that presented across multiple modalities.

Output) systems capable of generating multimodal
summaries from various sources, streamlining the
reading process for both editors and readers.

In SMSMO, the challenges are two-fold. On
the one hand, the heterogeneity of SMSMO data
sources, encompassing text, images, video, and
audio, presents a challenge in effectively fusing
these diverse elements. On the other hand, current
scientific summarization frameworks are mainly
optimized on modality-specific blocks (Atri et al.,
2021, 2023; Kumar et al., 2024), which restricts
their applicability to specific data modalities. Mod-
els once trained on, for example, fext+video pairs,
there is no straightforward way to apply them to
text+image or text-only data.

Large Language Models (LLMs) have demon-
strated remarkable capabilities in various text-
based scientific Natural Language Processing
(NLP) tasks (Beltagy et al., 2019a, 2020; Guo et al.,
2022; Zhang et al., 2020), offering a potential foun-
dation for multimodal summarization. However,
effectively integrating multimodal information into
these LLMs for SMSMO remains an open chal-
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lenge. To address these challenges, we introduce
Uni-SciSum, a SMSMO framework that leverages
the strengths of LL.Ms while effectively integrat-
ing multimodal information within a unified frame-
work. Uni-SciSum employs BridgeNet, a Query
Transformer (Q-Former) (Li et al., 2023), to fuse
different modalities into a fix-length multimodal
embedding. It is trained in two stages: first, modal-
to-modal pre-training aligns different modalities
with summaries, extracting modality-specific fea-
tures relevant for summarization; second, multi-
modal instruction tuning fine-tunes the model for
text summary generation and GA selection, learn-
ing cross-modal transformations. GA selection is
integrated directly into the LLM decoder as an im-
age token, extending the textual decoder to handle
multimodal outputs. Extensive experiments on two
newly introduced SMSMO datasets demonstrate
Uni-SciSum’s superior performance in generating
high-quality summaries, outperforming both uni-
and multi-modal models.

2 Related Work

Here we briefly review the literature related to
scientific document summarization. We discuss
Uni-SciSum relations to multimodal LLMs in Ap-
pendix A.

2.1 Multimedia Paper with Summary

Scientific publications are increasingly “multime-
dia”, with publishers like Elsevier and Springer en-
couraging using GAs, a type of diagrammatic sum-
mary or key image, to enhance reading experiences
and facilitate searching (Elsevier, 2021; Springer,
2023). The use of GAs is growing rapidly across
disciplines, with a 4.5-fold increase of its original
level in social science from 2011 to 2015 (Yoon and
Chung, 2017) and over 65% of authors in top com-
puter science conferences, such as International
Conference on Computer Vision and Conference
on Computer Vision and Pattern Recognition, using
“teaser figures” (a form of GA) (Yang et al., 2019).
Besides images, video is also increasingly used
in publication, particularly following COVID-19
when many papers are now presented online. Multi-
media papers have been shown to boost publication
awareness, with an 8.4-fold increase in retweets
and a 2.7-fold increase in paper visits (Ibrahim
et al., 2017). To facilitate understanding of mul-
timodal scientific content, it is useful to have an
SMSMO system that can generate multimodal sum-

maries from diverse sources, benefiting both editors
and readers.

2.2 Scientific Document Summarization

Automatically convert scientific documents into
concise summaries has been a classic NLP chal-
lenge (Paice, 1980; Teufel and Moens, 2002; Syed
et al., 2024). With the increase of multimedia pa-
pers, researchers start exploring multimodal sum-
marization. For example, Atri et al. (2021) ex-
plored the use of presentation videos for paper ab-
stract generation. Different methods have been
proposed to fuse multimodal information, rang-
ing from simple concatenation (Yang et al., 2019)
to different optimization strategies, such as con-
trastive pre-training, Yamamoto et al. (2021). Re-
cent cutting-edge models use transformers to im-
plicitly align data of different modalities (Atri et al.,
2023; Kumar et al., 2024). They use cross-modal
attention to align individual modalities, but this
complex architecture limits its flexibility, making
it difficult to adapt to different combinations of
input/output data. This work introduces a unified
SMSMO framework that utilizes a simple encoder-
decoder model to generate summaries from uni-
and multi-modal papers. It is trained jointly on
data from one/several modalities and handles mul-
timodal output.

3 Model Architecture

As shown in Figure 2, Uni-SciSum comprises sev-
eral unimodal encoders (left), a BridgeNet (middle)
and a LLM summary decoder (right). The encoders
process a multimedia paper as input, extracting four
feature types: video, audio, text and image. Each
modality carries unique features. Inspired by BLIP-
2 (Li et al., 2023), we deploy a Q-Former-based
BridgeNet to distil multimodal features. It learns to
extract a fixed number of modal-specific features
from each encoder’s outputs using a set of trainable
query vectors (a.k.a., Q-queries). These queries
interact through self- and cross-attention, learning
both intra- and inter-modal features relevant to sum-
marization (details in Section 4.1). Since the size
of the Q-queries is much smaller than the size of
the encoder features, it reduces the computation
cost for the decoder. Also, the query size is fixed
regardless of the number of modalities, making it
more suitable for real-world SMSMO data with
variable-length modalities. Finally, we employ Pe-
gasus as the selected LLM for summary generation,
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Figure 2: An overview of Uni-SciSum. It connects unimodal encoders to multimodal decoders via BridgeNet.
During pretraining, the learnable queries in BridgeNet learn to extract modality-specific features from the encoders.
During downstream tasks, the decoder generates embeddings based on different inputs and outputs (guided by the

prompt and the learned queries), which the LLM then decodes into the target text summary and GA.

leveraging its exceptional generative performance
in many scientific NLP tasks (Zhang et al., 2019).
We describe more details in Appendix B.

4 Training Methods

This section describes Uni-SciSum’s two-stage
training: first, modal-to-modal pre-training aligns
different modalities with summaries, enabling the
model to learn summary-related multimodal rep-
resentations. Second, multimodal instruction tun-
ing fine-tunes the model for text summarization
and GA selection, facilitating the learning of inter-
modal transformations.

4.1 Stagel: Learn Summary-Related
Multimodal Representation

Stage 1 focuses on training BridgeNet to effec-
tively connect multimodal features and learn intra-
and inter-modality features relevant to summary.
This is achieved through two pretraining tasks:
Xmodal-Summary Contrasting (XSC) and Xmodal-
Summary Matching (XSM).

Xmodal-Summary Contrasting (XSC). We em-
ploy contrastive learning (Radford et al., 2021) to
train BridgeNet to extract summary-related fea-
tures. As illustrated in Figure 3 (left), the g-query
and paper summary is fed into BridgeNet to ob-
tain the Xmodal query embeddings and the text
embeddings. Here, the self-attention module sep-
arately processes the queries and text without any

Xmodal-Summary
Contrasting
(XSC)

| image, text |
| inputs |

Cross Attn.| Unimodal -CIOSS Attn,
-
-Attn. Self-Attn.
Nx
- -, - Q-queries
{ Paper summary H
New therapies promote anti-tume
¢ immunity...

BridgeNet: Q-Former

Figure 3: The figure shows BridgeNet’s architecture and
the two pretraining tasks: XSC (left) and XSM (right).
During pretraining, the learnable g-queries interact with
each other and various modalities through the self- and
cross-attention layers, thereby learning the intra- and
inter-modality features relevant for summarization.

interaction. This enforces the queries to extract
intra-modality features specifically from individual
encoders, in order to generate representations that
align with the corresponding text representations.

Xmodal-Summary Matching (XSM). XSM
aims to align cross-modal representations with the
text representation. It is a binary classification
task, which predicts whether an Xmodal-text pair
matches or not (from the same paper). As illus-
trated in Figure 3 (right), XSM allows the queries
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and texts to interact through the same self-attention
module, thereby allowing the queries to learn finer-
grained inter-modality information across Xmodal
and texts.

4.2 Stage2: Multimodal Instruction Tuning

Pretraining enables our model to learn summary-
related features across different modalities (as cap-
tured by the Q-queries). These Q-queries are fed
into a multimodal summary generator to produce
summary (Figure 2, right). To support transforming
information across different modalities, we employ
a prompt to guide generation tasks: “Given <input
modalities>, generate <output modalities>
summary.”, where input modalities can be any com-
bination of video, audio, text, and image; and out-
put modalities include text summaries and/or GAs.
GA selection is integrated directly into the decoder
using an index token appended to the text target
(e.g., img_ind_0@ for the first image) (Figure 2,
right bottom). This facilitates unified end-to-end
training using a Pegasus LLM decoder, eliminating
the need for a separate image-scoring module. The
prompt and Q-queries are concatenated and fed to
the decoder. For training efficiency, we also incor-
porate Low-Rank Adaptation (LoRA) (Hu et al.,
2022) adapters into the LLM. This reduces the train-
able parameters of our LLM from 500M to 3M,
retaining only 0.6% of the original parameters.

S Experiment

5.1 Datasets

Due to the lack of multimodal reference in exist-
ing scientific summarization datasets (either miss-
ing videos or GA), we developed two datasets
(SMSMOmTLDRgen and SMSMOCe]lpress) to enrich
the benchmarks in the SMSMO research area. We
use the dataset to pre-train and fine-tune our model.

SMSMOy1LDRgen is modified based on the mTL-
DRgen dataset (Atri et al., 2023), which collected
computer science papers to study the effect of
multimodal signals (i.e., presentation videos) on
text summary generation. Due to the absence of
GA targets in the dataset, we employed a heuris-
tic approach to identify key images as proxy la-
bels (details in Appendix C). Briefly, we select im-
ages based on a list of summary-related keywords
in captions (e.g., “overall, framework, overview,
etc.”). We compare our list with other keyword
filtering and GA selection methods (e.g., ROUGE-
ranking, Zhu et al. (2020)). To ensure reliability,

two volunteers post-validated the selected images,
checking if they represent the paper’s abstract. The
inter-annotator agreement is 0.72 Cohen’s kappa,
indicating fair agreement. We obtained 3,224 sam-
ples, split into train, validate, and test sets in 8:1:1.

To fine-tune our model for multimodal output
generation, we collect papers, video presentations
and the corresponding graphical abstract from
openly available academic proceedings from the
Cell Press!. It is a platform where scientists share
a short video presentation (with video, text and im-
age) about a paper they have written. The papers
are from several virtual conferences, especially in
life, physical, earth, and health sciences. We ob-
tained the open PDFs of individual papers and ex-
tracted their paragraph text and images (like we
did in SMSMOy,TLDRgen). We name this dataset
as SMSMOcelipress- In total, we collected 190 pa-
pers in SMSMOcelipress- We divide them into train,
valid and test sets in 8:1:1.

5.2 Implementation Detail

Preprocessing. We tokenized all the characters
in the source paper text and target summaries
with the Longformer’s subwords tokenizer (Beltagy
et al., 2020).

Model. In the text encoder module of our Uni-
SciSum model, we initialize our embedding matrix
using the SciBERT (Beltagy et al., 2019b) model.
It contains 30,000 vocabularies with an embedding
dimension of 768. The paper text and summaries
share the same vocabulary. The paper image fea-
ture is extracted by the ResNet-101 encoder (He
et al., 2016) and project each image representa-
tion to a 768-dimensional vector. We randomly
initialize all trainable parameters using a uniform
distribution within [—0.1,0.1].

Training. During training, we configured the
model batch size to 2 (due to the restriction of the
GPU memory), the learning rate to 0.0001. Addi-
tionally, we set the dropout ratio to 0.1. We employ
an AdamW (Loshchilov, 2017) optimizer to de-
couple weight decay from the gradient update and
hence prevent overfitting. The experiments are de-
ployed in Pytorch on an NVIDIA GeForce RTX
4090.

Testing. In the testing phase, we configured the
decoding beam size as 5. To avoid repetitive tri-

"https://www.cell.com/
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Models Input Modalities Metrics
Text Image Video Audio R, R2 R. Ay As
SSO LED v - - 8.17 037 10.15 - -
Long-T5 v - - - 995 092 1257 - -
Pegasus v - - - 10.56 1.1  11.12 - -
MSSO  MuLT (Concatenate) v - v v 1131 199 9.67 - -
CFSum v v - - 1293 042 11.29 - -
MFN v - - v 11.79 2.1 1153 - -
MAST v - v v 1258 248 114 - -
MSMO MSMO v v - - 13.94 0.61 1046 023 0.35
MLASK v v v - 14.15 2.87 1038 0.21 0.32
Ours v v v v 20.56 420 1598 0.25 0.55

Table 1: Results of our Uni-SciSum

grams in the generated summaries, we incorporated
trigram blocking (Paulus, 2017).

5.3 Baselines and Evaluation

For evaluation, we compare our model performance
against different baselines, covering models of
Single Summarization with Single Output (SSO),
Multi-Modal Summarization with Single-Modal
Output (MSSO) and Multi-Modal Summarization
with Multi-Modal Output (MSMO).

Single Summarization with Single Output
(SSO). Longformer (LED) (Beltagy et al., 2020)
extends the standard seq2seq architecture with
sparse attention to handle long text. Long-T5 (Guo
et al., 2022) is the extension of the TS5 encoding
methods for handling longer input sequences, and
Pegasus (Zhang et al., 2019) is designed specifi-
cally for abstractive summarization for long docu-
ments like news and research papers.

Multi-Modal Summarization with Single-Modal
Output (MSSO). Multimodal Transformer
(MuLT-Concatenate) extends the generic
Seq2Seq transformer model. It fuses features of
different modalities by concatenating their feature
vectors, and the vectors to a transformer decoder
to generate textual summaries; MAST (Khullar
and Arora, 2020) is a multi-modal text summa-
rization model that leverages a trimodal attention
mechanism to integrate the text, video and audio
modalities at a hierarchical manner, with a
first-level pairwise computation of the attention
weights between text and other modalities,
followed by a second-level attention that focuses
on the pairwise attention feature. MFN (Liu
et al., 2020) is a multistage fusion model that
generates summaries based on acoustic and textual
input. CFSum (Xiao et al., 2023) proposes a
contribution network that selects more important

and baselines. The top results are bold.

parts of images for multimodal summarization and
effectively enhances the multimodal representation
for summarization.

Multi-Modal Summarization with Multi-Modal
Output. MSMO (Zhu et al., 2018) is the first
multimodal summarization model with multimodal
output, where an attention mechanism is used to
fuse the text-image features for better text genera-
tion, and the coverage mechanism is used to help
select representative images. MLASK (Krubinski
and Pecina, 2023) develops a Dual-level Interaction
Summarizer to generate multimodal summarization
based on video and text.

To assess the quality of our generated tex-
tual summary, we employ the widely-used
ROUGE (Lin, 2004). We follow previous works
(Chen et al., 2021; Cohan et al., 2018; Ju et al.,
2021) by reporting the £ scores of ROUGE-1 (Ry),
ROUGE-2 (R,) and ROUGE-L (Ry)). These scores
are computed using the pyrouge package®. Fur-
thermore, we evaluate the quality of the chosen
key image using the top-1 (A;) and top-3 (A3) ac-
curacy metrics introduced by (Yang et al., 2019).
These metrics determine whether the positive sam-
ple is correctly identified within the top-1 or top-3
positions of the predictions.

6 Results

We evaluate Uni-SciSum against baselines, uti-
lizing SMSMOy1ipRegen and  SMSMOcelipress
datasets for pre-training and fine-tuning, re-
spectively. Table 1 reports the result on the
SMSMOcelipress dataset 3. Overall, Uni-SciSum
outperforms other methods in both text summa-

Zhttps://github.com/bheinzerling/pyrouge

3We also experimented pertaining with SMSMOcerpress
and fine-tuning it on SMSMOptLpreen. The result is reported
in Appendix D.1.
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Methods Maetrics Models Metrics
XSC XSM R: Ro R, A1 As R: R- Ry A1 As
X X 1418 1.86 1090 0.13 043 Ourszezt 12.15 1.18 8.81 0.05 0.15
X v 15,60 1.85 11.70 0.15 045 OurSieqt+video 1420 1.10 10.71 0.15 04
v X 1759 225 1379 024 0.53 Oursterttvideotaudio 16.08  1.88 1246 0.15 04
v v 20.56 420 1598 0.25 0.55 Ours,y; 20.56 4.20 1598 0.25 0.55

Table 2: Results on the effect of different methods of
pre-training BridgeNet. The top results are bold.

rization and GA selection. Compared to unimodal
SSO methods, Uni-SciSum shows better perfor-
mance in text summarization, highlighting its ad-
vantages of using multimodal data. Moreover, Uni-
SciSum outperforms multimodal methods (both
MSSO and MSMO), demonstrating the effective-
ness of leveraging cross-modal salient information
for the summarization process. The results show
that Uni-SciSum can distil knowledge from uni-
modal encoders pre-trained on large-scale datasets.
Particularly, our BridgeNet effectively exploits the
modality-specific knowledge embedded in differ-
ent pre-trained models to perform text summa-
rization, and adapt it across related task of GA
selection. Through XSC and XSM pre-training,
the model’s query representations acquire compre-
hensive summary-related information within and
across modalities, effectively generating text sum-
maries and identifying target images. Given the
shared features of summary-related signals and our
multimodal prompt tuning, adapting Uni-SciSum
to other new tasks (e.g., video—text) also becomes
easier (as later shown in Table 3).

6.1 Ablation Study

Ablating Pre-training. Table 2 demonstrates the
impact of pre-training on BridgeNet performance.
It helps BridgeNet learn relevant multimodal fea-
tures, thereby reducing the burden on the LLM and
leading to the best summary score (shown at the
bottom of the table). Conversely, removing either
XSC or XSM results in lower scores, indicating the
importance of both intra- and inter-modality pre-
training for effective multimodal summarization.

Ablating Modalities. Table 3 shows the models’
performance when we fine-tune Uni-SciSum on dif-
ferent modalities (text, video, audio and/or image).
We observe that combining all modalities leads
to improved performance in both text and image
tasks, demonstrating Uni-SciSum’s effectiveness in
leveraging multiple modalities for enhanced cross-
modal feature extraction and improved multimodal

Table 3: Experiment results on the ablation study on
different modalities. The top results are bold.

Modules Metrics

BridgeNet LLM R1 RQ RL A1 A3

Q-Former  Pegasus 20.56 4.20 15.98 0.25 0.55
Q-Former LED 18.48 3.76 11.73 0.15 0.50
Q-Former Long-TS 16.13 329 1346 0.20 0.50
Linear Pegasus 12.05 1.61 8.05 0.15 045
Linear LED 1237 124 8.83 0.15 045
Linear Long-TS 11.35 093 9.60 0.15 0.45

Table 4: Results on ablating different querying methods
and decoder LLMs. The top results are bold.

summarization. We provide full ablation studies on
different modality combinations in Appendix D.2.

Ablating Query Methods and Decoders. Ta-
ble 4 shows that replacing the Q-Former in Brid-
geNet with a linear layer worsens summary gen-
eration, resulting in an average decrease of 45.3%
and 17.2% in text and image scores, respectively.
Also, replacing the Pegasus LLM decoder with
Longformer or Long-T5 decreases performance.
These findings demonstrate Q-Former’s effective-
ness in extracting summary-related information
from multimodal data and Pegasus’s strength in
text generation. Table 5 further analyzes Pega-
sus’ performance when pre-trained on different
text genres, including social media (Pegasus,.cqqit),
news (Pegasus;syum), papers (Pegasus,,4,) and a
mix ( Pegasus;,,ge). The best results came from a
PubMed-trained Pegasus model, demonstrating the
importance of domain-specific LLM for scientific
NLP.

Models Metrics
R R: R; Al Az
Pegasus,cddit 1570 1.04 1148 0.15 0.40
Pegasuszsum 1483 194 11.72 020 045
Pegasusqrziv 16.59 3.75 1039 0.15 040
Pegasus;arge 17.48 384 14.15 0.15 040
Pegasus,umbed 20.56 4.20 1598 0.25 0.55

Table 5: Results on ablating LLM pre-trained on differ-
ent document genres. The top results are bold.
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Reference summary: PAM dopaminergic neurons are active during
flight and require octopaminergic inputs. Flight-regulating PAM neurons
project to the f’1 lobe of the mushroom body. Shorter flight bouts are
observed upon activation of GABAergic B’1 output neurons. PAM
neurons inhibit GABAergic B’1 output neurons to support extended
flight bouts.

Pegasus: flight is a complex behavior that requires the integration of
multiple sensory inputs with flight motor output . previous genetic
studies identified central brain monoaminergic neurons that modulate

central brain monoaminergic and octopaminergic neurons that modulate
sustained flight bouts to higher classes of flight- and mechanosensory
neurons that project to the mushroom body brain .

CFSum: Insect flight is a complex behavior that requires the integration
of multiple sensory inputs with flight motor output. Although previous
genetic studies identified central brain monoaminergic neurons that
modulate Drosophila flight, neuro-modulatory circuits underlying
sustained flight are not identified.

MLASK: As in the early alignment, conservation of their primary
sequences, biological tissues, synthesis, and Fec-based critical capacity,
vaccination, pylation, I'RNA-associated infections, and evolution.

Ours: PDP Sparrow flight-based flight trains underlying flight neuronal
circuits. The flight amplitudes and function during flight are reduced in
the absence of dopamine control. The perturbations influence flight
mechanism in the mushroom brain. The transient flight mechanism is
under dynomps control of the flight” assumed assumed.

Ground Truth MLASK Ours

9

Table 6: Illustration of the generated summary from
baselines and Uni-SciSum.

7 Case Study

Table 6 compares the summary outputs by the best-
performing models in the SSO (Pegasus), MSSO
(CFSum), and MSSO (MLASK) categories. We
also include the abstract for reference (Table 6,
top). Here, we observe that our Uni-SciSum offers
finer-grained information compared to others. For
example, it identifies details relating to the role of
dopamine in regulating flight behaviour and the un-
derlying neuronal circuits, offering a more nuanced
understanding of the flight mechanism. Conversely,
CFSum and Pegasus capture general aspects of the
flight process. Meanwhile, MLASK struggles to
capture relevant flight-related information, focus-
ing instead on unrelated biological aspects, such as
tissue synthesis and evolution, without addressing
the key neural mechanisms involved in flight.

8 Conclusion

To address the growing need for effective multi-
modal processing in scientific NLP, this work in-
troduces Uni-SciSum, a unified SMSMO architec-
ture designed to generate multimodal summaries
from multimedia papers. Uni-SciSum’s design

Video Audio Discussion vep

Research sharing seminar collpse A

Video/Audio 335
length
Paper text: 13 pages

Paper images: 16 images

What s this paper
about

Figure 4: Proposed deployment of Uni-SciSum within
the Al platform.

comprises a Q-Former-based BridgeNet for effec-
tive multimodal representation fusion; a two-stage
training strategy consisting of modal-to-modal
pre-training and cross-modal instruction tuning to
ensure alignment and adaptation across modali-
ties/tasks; and a specialized LLM decoder that can
generate both text and image tokens, thereby elimi-
nating the need for a separate image scoring mod-
ule. Experiments show that our model improves the
quality of multimodal output on both real human-
labeled and automatically constructed datasets, out-
performing both uni- and multi-modality models.
This work contributes to the advancement of scien-
tific communication by introducing a new frame-
work (with data and models) for efficient summa-
rization of complex multimedia research. We plan
to deploy Uni-SciSum on an Al platform (Figure 4),
initially for research seminar summarization on
campus, and subsequently exploring its integra-
tion with other Al tools/tasks (e.g., paper video
question-answering) to facilitate the dissemination
of educational resources for remote learning.
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A Related Works

Section 2 in our main paper reviewed the literature
in scientific summarization. Here, we describe
Multimodal Large Language Models.

A.1 Multimodal Large Language Models

Large Language Models (LLMs) like BERT (Ken-
ton and Toutanova, 2019) and the GPT (Brown
et al., 2020) family have received more attention
due to their performance and potential applica-
tions. Some variants like SciBERT (Beltagy et al.,
2019a), Longformer (Beltagy et al., 2020) and
Long-T5 (Guo et al., 2022) have been adapted
for textual NLP tasks within the scientific do-
main. Recent research has focused on extending
LLMs to multimodal interactions, encompassing
video, audio, image, and text modalities. Two
primary approaches have emerged. The first ap-
proach positions LLMs as a multitask processor,
mapping different modal tasks to a unified space.
For example, BLIP-2 (Li et al., 2023) maps im-
ages to text space using Q-Former, while Video-
LLaMA (Zhang et al., 2023) maps audio and vision
modalities via Q-Former. The second approach
uses LLMs as a task coordinator, connecting them
to specialized downstream models. For example,
Shen et al. (2024) build the HuggingGPT frame-
work. It uses GPT to conduct task planning when
receive a user request, select models according to
their function descriptions available in Hugging
Face, and execute each subtask with the dedicated
model.

Current multimodal LLM approaches, while
promising, often lack the flexibility to handle di-
verse modality combinations. They are either lim-
ited to specific pairings (e.g., image-text in Q-
Former) or require modality-specific modules (e.g.,
HuggingGPT). Our work offers a more stream-
lined and adaptable solution that enhances flexi-
bility and simplifies the architecture. Particularly,
our work extends Q-Former to incorporate four
modalities (video, audio, text, image) and intro-
duces index tokens formulation for direct im-
age selection, eliminating the need for a separate
scoring module. This unified framework enables
a single LLM decoder to process both uni- and
multi-modalities data, providing a more general
and efficient approach to SMSMO tasks.

B Model Architecture

Section 3 in our main paper mentions our model
architecture. Here, we provide the details of our
encoders and BridgeNet:

B.1 Multimodal Encoders

We use the following four feature encoders corre-
sponding to the input modalities used in SMSMO:

» Text: To encode the paper text feature, we
utilized the SciBERT (Beltagy et al., 2019b)
model, specifically designed to handle the
complexities and nuances inherent in scien-
tific texts.

* Image: We the ResNet (He et al., 2016) model
to handle the image features (e.g., figures, ta-
bles, and algorithms) in the scientific paper.

* Video: We use a 2048-dimensional feature
vector per group of 16 frames, which is ex-
tracted from the videos using a ResNeXt-101
3D CNN trained to recognize 400 different
actions (Hara et al., 2018). This results in a
sequence of feature vectors per video.

* Audio: We use the concatenation of 40- di-
mensional Kaldi (Povey et al., 2011) filter
bank features from 16kHz raw audio using
a time window of 25ms with 10ms frame shift
and the 3-dimensional pitch features extracted
from the dataset to obtain the final sequence
of 43-dimensional audio features.

B.2 BridgeNet

Inspired by BLIP-2 (Li et al., 2023), we employ
a Q-Former-based BridgeNet. It summarizes the
variable-length embeddings from each encoder’s
outputs within a given number of learnable query
extracts a fixed number of modal-specific features
from each encoder’s outputs using a set of train-
able query vectors (a.k.a., Q-queries). The queries
interact with each other through self-attention lay-
ers, and interact with the frozen encoders’ features
through cross-attention layers. Since the size of
the Q-queries is much smaller than the size of the
encoder features, it significantly reduces the com-
putation cost for the decoder.

Formally, let X,,, be the m-th modality features
extracted from its corresponding unimodal encoder
(referred to as Xmodal features henceforth). Q-
queries is a set of learnable vector denoted as g €
R"a*da where n, and d, represent the number
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SMSMOmTLDRgen

SMSMOCellpress

Train Valid Test Train Valid Test
Num of docs 2,583 320 321 150 20 20
Avg. img num 7.07 6.62 6.88 8.12 6.91 7.11
Avg. sent num 222.14 223.15 221.21 232.12 267.12 237.31
Avg. video/audio len (s) 744.11 717.12 728.21 274.51 290.21 315.12
Table 7: Corpus statistics of our dataset.
Paper Size Avg. sent  Avg. img Avg.
Type num num video/audio "
len (s) cross A% Wq (XWk)T
ACL 1,174 218 8 1,031 Ay %" = softmax Vdy, XWo,
CVPR 301 226 10 384 2)
%A\L 66897 %g; 160 47‘(9); where A% € RN >Ma*dv represents the cross-
UCAL 919 205 7 489 attention output. The matrices W, € R&*dx,
NeurlPS 74 209 5 454 W, € Ré*d and W, € R%*% are the learn-
o able weight matrices for queries, keys, and val-
Table 8: Data Source Distribution on the

SMSMOmTLDRgen dataset.

Keywords

flow chart, flowchart, illustration, general block
diagram, system structure, system architecture,
overall, overview, framework, workflow, struc-
ture, flow, demonstration, graphic visualization,
graphical (model), theoretical model

Table 9: The keywords we use to identify the key figures
(i.e., GA) in our SMSMO T DRgen dataset. The key
image of individual papers is determined by the number
of keywords each image caption contains. If there is a
tie, the image that appears earlier in the paper will be
taken. Images which can not align with any keywords
are excluded.

and dimension of query vector. First, we input the
Q-queries into the self-attention mechanism:

Wself Wself T
A%l — softmax (q 4 \(/q@k ) l]W;elf>
(1)

where quelf € Rdaxdy W,felf € Raxdr and
W, € R%*dv gre the learnable weight matrices
for queries, keys, and values (resp.). And dj, rep-
resents the dimensions of the keys. The output
Aself ¢ R™a*dv ig then used for the cross-attention
mechanism with the Xmodal feature X:

ues. After the feed-forward layer, the final em-
bedding of Q-queries of Xmodal is denoted as
My, € RnrexngXdg g represented the modal-
specific feature relevant to summarization, as dis-
tilled from individual unimodal encoders.

Q-Former’s weights are initialized from SciB-
ERT, a BERT LLM pretrained on scientific publica-
tions, which has shown promising performances in
many scientific NLP tasks (Beltagy et al., 2019b).
The cross-attention module is added into the Q-
Former every two layers and is randomly initial-
ized.

C Dataset Construction

We created two datasets: SMSMOyLprgen and
SMSMOcelpress- Their statistics are presented in
Table 7.

SMSMO1LDRgen 18 @ modified version based on
the mTLDRgen dataset (Atri et al., 2023), which
collected conference papers in computer science
to study the effect of multimodal signals (i.e., pre-
sentation videos) on text summary generation. In
mTLDRgen, the authors collected the presenta-
tion videos from well-known conferences in com-
puter science (e.g., ACL, ICCV, CVPR, etc., see
Table 8); and used them to generate the corre-
sponding human-written summary (TLDR). Here,
we utilize the paper sources from mTLDRgen to
build our new dataset. Particularly, we obtained
the PDFs of individual papers in SMSMO 1 pRgens
and extracted their body text and images using Gro-
bid (Grobid, 2020) and Pdffigures (Clark and Div-
vala, 2016) (resp.). We filter out the data examples

273



which contain no images. We take the paper ab-
stracts as the target summary for geneartion since
we cannot obtain the TLDR summary from the
authors. Then, we employ a heuristic method to
generate the pseudo image selection labels for our
data. Specifically, in research articles, images that
provide summary information are often captioned
with keywords like “overall, framework, overview,
etc.” (see Table 9). Here, we leverage this prop-
erty and use a list of summary-related keywords
to identify the key images for individual papers.
We didn’t prioritize the keywords, and we picked
the image with the caption that contains most of
the keywords (In case there is a tie, we picked the
larger image). We compare our keyword lists with
the ones generated automatically by Rapid Auto-
matic Keyword Extraction (RAKE) (Rose et al.,
2010), TextRank (Mihalcea and Tarau, 2004). We
also compare our methods with Order-ranking and
ROUGE-ranking proposed by (Zhu et al., 2020),
which extract GA by considering the image’s or-
der appearing in the paper and the ROUGE value
between individual image captions and the text
abstract. For comparison, we manually labelled
100 key figures in SMSMOy1.pRrgen- We compare
this ground truth with the results obtained from
ours and other methods, achieving a top-3 accu-
racy of 62%, notably higher than the one obtained
from the RAKE (53%), TextRank (51%), Order-
ranking (47%) and ROUGE-ranking (58%). Con-
sequently, we use our keyword list to obtain the
key figure in SMSMO ;1. DRgen- TO ensure the test
set is reliable, two volunteers are engaged for post-
validation, in which they check if the selected fig-
ures can represent the paper given its abstract. The
inter-annotator agreement amounts to 0.72 Cohen’s
kappa, which denotes a fair agreement. Using our
methods, we get 3,224 data samples. We divide
them into train, valid and test sets following the
ratio in (Atri et al., 2021) (8:1:1).

We also create SMSMOcejipress, an SMSMO
dataset with gold GA labels. Particularly, we col-
lect papers, video presentations and the correspond-
ing graphical abstract from openly available aca-
demic proceedings from the Cell Press*. It is a
platform where scientists share a short video pre-
sentation (with video, text and image) about a pa-
per they have written. The papers are from several
virtual conferences, including life, physical, earth,
and health sciences. We obtained the open PDFs of

*https://www.cell.com/

individual papers and extracted their paragraph text
and images (like we did in SMSMO 11 pRgen)- In
total, we collected 190 papers in SMSMOce|jpress-
We divide them into train, valid and test sets in
8:1:1.

D More Experiment Results

Section 6 in our main paper mentions the main
results. Here, we provide further results on other
datasets (SMSMOy,t1LpRgen) and modalities:

D.1 Results on SMSMO,11.pRgen Dataset

In this part, we pre-train our Uni-SciSum using the
SMSMOcelipress dataset, followed by fine-tuning
and testing it on SMSMO,1L.pRgen- Table 10 shows
the results. We can see that our Uni-SciSum outper-
forms other models in both text summary genera-
tion and GA selection. Despite being pre-trained on
a small dataset of 190 samples (SMSMOcelipress)s
our model is still able to demonstrate its ability
to acquire cross-modal knowledge during the pre-
training phase and subsequently apply it during the
fine-tuning steps.

D.2 Ablating Modalities

Table 11 presents the complete results of our modal-
ity ablation study, as described in Section 6.1-
Table 3. The result demonstrates that incorporating
multimodal information essentially improves sum-
marization performance compared to using text
alone (the top row). Specifically, combining text
with visual modalities (video and/or image) yields
better results than using text and audio. This high-
lights the importance of visual data for summariza-
tion. Furthermore, the best performance is achieved
when integrating text, video, and audio, suggesting
a synergistic effect between these modalities.
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Models Input Modalities Metrics
Text Image Video Audio R; R: R A As

SSO LED v - - - 12.2 448 14.73 - -
Long-T5 v - - - 10.36  3.75 13.16 - -
Pegasus v - - - 20.37 641 1895 - -

MSSO  MuLT (Concatenate) v - v Ve 19.79 5.1 10.53 - -
MFN v - - v 25.15 695 13.10 - -
MAST v - v v 26.20 7.08 13.13 - -
CFSum v v - - 2431 7.99 11.67 - -

MSMO MSMO v v - - 27.84 8.68 1552 026 0.53
MLASK v v v 28.32  8.31 13.57 0.23 0.53
Ours v v v v 4222 13.14 2288 0.27 0.58

Table 10: Results on the SMSMOy, 11 preen dataset, comparing the performance of our Uni-SciSum model against
various baselines across across Single Summarization with Single Output (SSO), Multi-Modal Summarization with
Single-Modal Output (MSSO) and Multi-Modal Summarization with Multi-Modal Output (MSMO). The top results
are bold.

Models Metrics

R1 RQ RL A1 A3
Uni-SciSumyeq¢ 12.15 1.18 8.81 0.05 0.15
Uni-SciSum;mage 8.81 0.69 6.34 0.15 0.2
Uni-SciSum;geo 9.74 0.58 9.31 0.05 0.15
Uni-SciSumgydio 6.36 0.58 6.19 0.05 0.1
Uni-SciSumyeqt+video 14.20 1.10 10.71 0.15 04
Uni-SciSumiezt+audio 13.16 1.68 9.23 0.1 04
Uni-SciSum¢est+image 14.07 1.32 11.10 0.15 04
Uni-SciSumt ezt +video+audio 16.08 1.88 12.46 0.15 04
Uni-SciSum¢eqt+videotimage 16.84 2.15 13.58 0.2 0.45
Uni-SciSumyest+audiotimage 16.44 1.82 12.71 0.15 0.45
Uni-SciSumyqrs 20.56 4.20 15.98 0.25 0.55

Table 11: Ablation study on different modalities on the SMSMOcejipress- The top results are bold.
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