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Abstract

Protecting personal and sensitive information
in textual data is increasingly crucial, espe-
cially when leveraging large language mod-
els (LLMs) that may pose privacy risks due
to their API-based access. We introduce a
novel approach and pipeline for anonymizing
text across arbitrary domains without the need
for manually labeled data or extensive com-
putational resources. Our method employs
knowledge distillation from LLMs into smaller
encoder-only models via named entity recog-
nition (NER) coupled with regular expressions
to create a lightweight model capable of effec-
tive anonymization while preserving the seman-
tic and contextual integrity of the data. This
reduces computational overhead, enabling de-
ployment on less powerful servers or even per-
sonal computing devices. Our findings suggest
that knowledge distillation offers a scalable,
resource-efficient pathway for anonymization,
balancing privacy preservation with model per-
formance and computational efficiency.

1 Introduction

In an increasingly data-driven and AI influenced
world, the need to protect personal and sensitive
information has become a critical concern across
numerous domains, including, but not limited to,
healthcare (Zuo et al., 2021; Dimopoulou et al.,
2022), law (Csányi et al., 2021; Glaser et al., 2021;
Campanile et al., 2022), and finance (Biesner et al.,
2022), especially when leveraging large language
models (LLMs) (Pan et al., 2020; Wu et al., 2024).
Textual data often contains identifiable information
that, if exposed, could lead to privacy violations
and data breaches. Such privacy concerns might
discourage the use of the most powerful LLMs,
which are, at the time of writing, often only acces-
sible by external API requests1. To tackle this, we

1See the LLM Leaderboard introduced in Chiang et al.
(2024) and hosted at lmarena.ai.

introduce an approach and pipeline to anonymize
textual data from arbitrary domains. By leverag-
ing knowledge distillation, named entity recogni-
tion, and regular expressions, our approach en-
ables the anonymization of sensitive information
in a way that reduces the computational overhead
while maintaining the semantic integrity of the data.
While we evaluate and train on English and Ger-
man financial documents, our approach can eas-
ily be adapted to any new domain or other lan-
guage. We explore the trade-offs between privacy
preservation, model performance, and computa-
tional efficiency, demonstrating that knowledge dis-
tillation provides a promising pathway for scalable,
resource-efficient anonymization.

Traditional named entity recognition methods,
though effective for anonymization, often present
challenges due to their high computational costs or
reliance on manually labeled data. The former is
problematic because local computational resources
may be limited, and using cloud-based solutions
may not be feasible – due to the similar reasons that
hinder the use of remote LLMs in the first place.
The latter poses a challenge because in many do-
mains where state-of-the-art LLMs could offer the
most benefit (and thus, require robust anonymiza-
tion), labor costs (OECD, 2014) are typically high,
making manual data labeling an expensive and
time-consuming process.

In this study, we shed light on the training
pipeline for our anonymization framework that can
take an arbitrary unannotated text corpus and anno-
tation guideline to produce high quality anonymiza-
tion models, that leverage the knowledge and per-
formance of LLMs like GPT-4 (OpenAI et al.,
2024) while being so small, that they can be de-
ployed on significantly less powerful servers or
even conventional personal computing devices.

Our contributions can be summarized as follows:

• We demonstrate how a small, lightweight

mailto:tdeusser@uni-bonn.de
https://lmarena.ai/
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Figure 1: The different pipelines for our anonymization framework.

model that is trained on text annotated by
an LLM can be used to solve the underly-
ing named entity recognition (NER) task of
anonymization.

• We build a production-ready anonymization
system that can either be deployed locally or
as a service to handle API requests.

• We compare the effectiveness of distilling
knowledge from different LLMs and bench-
mark our anonymization system against exist-
ing solutions, namely Presidio (Mendels et al.,
2018) and GLiNER (Zaratiana et al., 2024).

2 Related Work

Early approaches to automatic anonymization of
textual data relied on rule-based named entity
recognition models (Sweeney, 1996; Graliński
et al., 2009). In contrast, NER with recurrent
neural networks (RNNs) was done by Chiu and
Nichols (2016). RNNs specifically for the purpose
of anonymizing data were proposed by Dernon-
court et al. (2017). Recently, LLMs became a ma-
jor driver of NER, as seen in Wang et al. (2023),
Deußer et al. (2023) or Keloth et al. (2024). Further-
more, Bogdanov et al. (2024) developed their NER-
specific foundation model NuNER that is trained
on the output of an LLM, whereas Zaratiana et al.
(2024) developed GLiNER, an encoder-only model,
competing with LLMs for zero-shot NER. Zhou
et al. (2024) and Huang et al. (2024) developed
a distillation approach for smaller models from
LLMs for general NER tasks. Mendels et al. (2018)

described an open-source anonymization toolbox
called Presidio. For a more in-depth overview on
other advances in anonymization techniques, we
refer to the work of Lison et al. (2021).

3 Methodology

Our method involves three steps, detailed below:

1. We collect a large number of paragraphs from
publicly available documents, which are then
pre-processed using traditional methods (Sec-
tion 3.1).

2. We generate training data by prompting large
language models, i.e., GPT-4o and GPT-4o
mini, to annotate the pre-processed para-
graphs (Section 3.2).

3. We train a NER model on these annotated
paragraphs (Section 3.3).

If the performance of step 3 is not satisfactory,
we generate more training data by repeating step 2.
Results for step 1 and 2 are stored in a PostgreSQL
database (Stonebraker and Rowe, 1986), whereas
the final model of step 3 gets shipped in the form of
a containerized environment after hyperparameter
tuning is completed. Figure 1 gives an overview of
our approach. In the following subsections we give
more details about these three steps.

3.1 Data Acquisition

We start with collecting documents from five differ-
ent sources in English and German. The documents
are then split into sentences and subsequently into
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words to allow for filtering. In detail, we remove
sentences that contain an excessive number of spe-
cial characters or other textual artifacts, as such
features suggest the sentence may not have been
parsed correctly or may not actually be a valid sen-
tence. The preprocessed sentences are then stored
in a PostgreSQL database to be easily accessible
for the following steps.

3.2 Annotation
A central idea of our approach is to employ an
LLM to annotate the collected sentences, thereby
generating training data to train our lightweight
model. We rely on GPT-4o and GPT-4o mini (Ope-
nAI et al., 2024), which we prompted using the
provided API. However, we also tested Llama-3
70B (Dubey et al., 2024), Mixtral 8x7B (Jiang et al.,
2024), and Mistral Large (Mistral AI Team, 2024),
which we found to be inferior to the GPT-4o mod-
els.

To find an optimal prompt, we use a com-
paratively small, annotated dataset composed of
around 1,000 paragraphs and iteratively improve
our prompt until we achieve satisfactory results.
In the final prompt, we provide the model with
nine different examples of input sentences and their
corresponding expected outputs. For the German
datasets, we manually translate the prompt to Ger-
man and adjust the examples. The annotated para-
graphs are stored in the same database as the one
they were pulled from. The entity classes that were
used to train the model described in the following
Section are shown in Table 2. It is important to
note that the set of entity classes is flexible and can
be defined in advance, allowing customization for
any specific use case.

3.3 Model Training
During the model training phase, we first parse the
previously created paragraphs and split them into
training, validation, and test sets. We then tokenize
the text and convert the entity annotations into the
Inside-Outside-Beginning (IOB, see Ramshaw and
Marcus, 1995) format, so that it can be used in the
downstream task. IOB is a tagging scheme used
in sequence labeling tasks, where each token in
a sentence is tagged as either the beginning (B),
inside (I), or outside (O) of a named entity.

The data preparation is followed by the actual
training of an encoder-only model, e.g., BERT (De-
vlin et al., 2019) or RoBERTa (Liu et al., 2019),
with a classification head, i.e., a multilayer percep-

tron, on top. The encoder choice, depth, and layer
size of the classification head, and more general
model settings are tuneable hyperparameters in this
setup.

During training, we leverage the focal loss (Lin
et al., 2017) to allow for a better control of how we
can weight recall and precision, which is defined
as

FL(pk) = −αk(1− pk)
γ log(pk), (1)

where αk is used to balance an entity class k, γ ≥ 0
is the focusing parameter of the modulating factor,
and pk ∈ [0, 1] is the model’s estimated probability
of entity class k. We theorize that with this loss we
can address the imbalance between the outside and
actual entity classes. In an anonymization frame-
work, it is paramount to identify as many entities
as feasible without penalizing precision too much,
thus focusing on improving recall more than preci-
sion. This favors underweighting the outside class,
which is overrepresented in anonymization (and
many NER) datasets. To achieve this, we assign a
smaller weight to αo compared to all αe, where e
represents any entity class other than the outside
class o.

If we find that the performance after training
is insufficient, we generate more annotations us-
ing the methodology previously described in Sec-
tion 3.2, followed by repeating the model training
step.

3.4 Application Development and Deployment

The model trained in Section 3.3 is combined with
rule-based pre- and post-processing. This process-
ing consists of the optional RegEx-based recogni-
tion of monetary values, email addresses, IBANs,
phone numbers, and websites. IBANs are vali-
dated using schwifty2 and only valid IBANs are
anonymized.

The anonymization model, i.e., the model trained
in Section 3.3 combined with the post-processing
discussed above, is exposed as an API via FastAPI3

and containerized with Docker4. We also serve an
optional simple frontend with Streamlit5, which we
plan to replace with a more advanced version based
on another software stack in the near future.

2schwifty.readthedocs.io
3fastapi.tiangolo.com
4docker.com
5streamlit.io

https://schwifty.readthedocs.io
https://fastapi.tiangolo.com/
https://www.docker.com/
https://streamlit.io/
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Name Language # Paragraphs # Annotated paragraphs Reference URL

Edgar English 151k 96k - sec.gov/search-filings
Financial News Articles English 3.97M 172k - huggingface.co/datasets/ashraq/financial-news-articles
Bundesanzeiger German 415k 38k Hillebrand et al. (2024) bundesanzeiger.de
German News German 201k 40k Schabus et al. (2017) huggingface.co/datasets/community-datasets/gnad10
Tagesschau German 754k 39k - huggingface.co/datasets/bjoernp/tagesschau-2018-2023

Table 1: The datasets and sources we used for training the NER model.

Label Description Support en Support de

<PER> Person 75,433 28,498
<LOC> Location 95,538 41,799
<ORG> Organization 159,434 36,857
<PROD> Product 20,865 4,603
<DATE> Date or time 113,876 27,418
<MISC> Miscellaneous 216,871 91,050

Table 2: Entity classes in our dataset and their support
in English (en) and German (de).

4 Experiments

In this section, we describe our experimental proto-
col, review the data and results, and discuss the key
advantages and limitations. All training runs were
conducted on a GPU node equipped with eight
Nvidia V100 GPUs (each with 32GB of VRAM),
an Intel Xeon 6148 CPU, and 1 TB of RAM.

4.1 Data

During the data acquisition step, described in Sec-
tion 3.1, we collect roughly 5.5 million paragraphs
with a focus on the financial domain. From that
pool of raw, unannotated paragraphs, we sample
385,657 paragraphs, of which 268,756 are English
and 116,901 are German, to annotate with GPT-4o
and GPT-4o mini (see Section 3.2). Table 1 gives
an overview on each dataset and Table 2 shows
all entity classes considered and their respective
support in English and German after synthetic an-
notation. We split our dataset into 80% training
data and 10% validation data, which are used for
model training and hyperparameter tuning. The
remaining 10% was reserved as a hold-out test set,
on which we report the results presented in Table 3.

4.2 Results

When working with synthetic data generation, a key
question arises: At what point is the amount of data
generated sufficient? To address this, Figure 2 il-
lustrates that our validation set performance jumps
significantly from zero to approximately 70% after
using just about 2% of our English dataset, which
is roughly five thousand paragraphs. Beyond this
point, each additional paragraph yields diminishing
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Figure 2: Diminishing Effect of dataset size on model
performance. The underlying dataset is the English
split of our data, as described in Table 1, totalling 268
thousand paragraphs. Note that both graphs show the
same data, only with a differently scaled X-axis.

returns and the performance plateaus when approx-
imately 80% of the dataset is utilized.

Table 3 shows the results of our experiments on
the test set. We test four different configurations of
our Anonymizer system, each with a different pre-
trained encoder backbone and various total model
sizes. Our framework can easily outperform the
two baselines, Presidio (Mendels et al., 2018) and
GLiNER (Zaratiana et al., 2024).

An expected outcome is that larger models tend
to exhibit superior performance. Nevertheless,
even our smaller models with fewer than 200 mil-
lion parameters, demonstrate satisfactory perfor-
mance. Based on these findings, we propose a
clear deployment strategy: smaller models are well-
suited for on-device deployment due to their effi-
ciency, while larger models, given their superior
performance, are better positioned for server-based
deployment.

Furthermore, we can observe that leveraging the
focal loss (Lin et al., 2017) described in Equation 1
achieves our goal of favoring recall while keeping

https://www.sec.gov/search-filings
https://huggingface.co/datasets/ashraq/financial-news-articles
https://bundesanzeiger.de
https://huggingface.co/datasets/community-datasets/gnad10
https://huggingface.co/datasets/bjoernp/tagesschau-2018-2023
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(a) F1 Scores in %

Model Person Location Organization Product Date Miscellaneous Micro avg. excl. Misc.

English split
Presidio 74.39 66.59 - - 52.62 - 39.01 48.97

GLiNER 68.40 62.85 60.62 12.17 75.87 03.89 51.20 61.54

Anony N 146M 93.61 90.90 87.88 62.74 86.52 54.63 77.69 87.95

Anony S 163M 93.49 90.34 88.37 59.84 85.40 52.22 77.28 87.58

Anony R 377M 93.51 91.11 88.69 64.89 87.31 55.03 78.07 88.63

Anony L 456M 94.47 91.45 89.33 66.60 87.82 55.47 78.98 89.32

German split
Presidio 06.11 25.94 - - 41.81 - 11.83 13.94

GLiNER 60.41 65.49 47.65 23.33 68.39 04.35 45.48 56.70

Anony N 146M 87.11 84.48 79.62 55.82 88.82 49.36 69.71 83.60

Anony S 163M 88.05 86.13 80.96 55.58 88.37 47.11 70.20 84.58

Anony R 377M 89.00 86.58 82.38 60.58 89.53 49.24 70.86 85.77

Anony L 456M 92.62 89.84 85.69 68.19 93.57 53.50 74.43 89.33

English & German split
Presidio 30.69 50.34 - - 51.02 - 29.05 35.62

GLiNER 66.86 63.50 57.29 21.09 74.44 04.03 49.71 56.64

Anony N 146M 91.20 88.95 86.48 62.14 87.29 52.77 75.90 87.24

Anony S 163M 92.68 89.84 87.89 63.11 88.27 54.10 76.82 88.18

Anony R 377M 92.80 90.26 88.41 64.67 88.21 54.05 76.62 88.62
Anony L 456M 92.69 90.10 88.37 63.21 88.49 55.55 77.78 88.51

(b) Recall Scores in %

Model Person Location Organization Product Date Miscellaneous Micro avg. excl. Misc.

English split
Presidio 78.95 70.62 - - 67.16 - 30.14 43.97

GLiNER 91.37 78.04 85.74 52.80 76.49 02.45 56.54 81.35

Anony N 146M 95.40 94.47 91.95 65.64 89.12 54.54 79.58 91.15

Anony S 163M 95.73 93.16 90.91 63.95 88.77 48.49 77.29 90.46

Anony R 377M 95.23 93.58 92.21 61.97 89.30 56.00 79.88 90.91

Anony L 456M 96.02 94.35 91.68 64.84 89.99 55.94 80.45 91.39

German split
Presidio 31.61 41.16 - - 33.36 - 15.46 25.60

GLiNER 86.65 79.52 79.33 61.96 75.32 02.54 49.01 79.49

Anony N 146M 88.54 86.96 84.20 59.96 90.67 52.07 72.65 86.41

Anony S 163M 92.12 89.98 83.01 59.00 90.61 46.37 71.32 87.69

Anony R 377M 89.59 87.68 84.17 57.30 90.25 51.34 72.51 86.67

Anony L 456M 92.83 91.45 85.54 66.48 93.76 50.60 72.85 89.66

English & German split
Presidio 65.39 62.02 - - 60.29 - 26.38 39.69

GLiNER 89.75 78.87 84.00 53.27 76.42 02.48 54.49 80.71

Anony N 146M 94.82 91.53 91.49 62.72 90.43 52.38 77.69 90.68

Anony S 163M 94.31 92.23 89.75 63.15 89.82 54.82 78.19 89.94

Anony R 377M 94.87 92.70 89.94 65.15 90.76 57.19 79.29 90.63

Anony L 456M 95.38 93.95 92.21 68.52 90.51 54.95 79.44 91.83

Table 3: Results on the hold-out test set. Anony N, S, R, and L refers to our Anonymizer framework, as described in
Section 3.3, with different encoder models. The number following the model identifier is the corresponding total
model parameter count. Anony S and L feature the GLiNER model variant (and only the actual, raw transformer
model without the classification head) introduced by Törnquist and Caulk (2024) in the respective small and large
size, whereas Anony R represents the setup with a RoBERTa-Large previously finetuned with the OntoNotes dataset
(Pradhan et al., 2013) introduced by Ushio and Camacho-Collados (2021) and Anony N has the NuNER-v2.0 model
(Bogdanov et al., 2024) as its encoder. Each setup was subjected to hyperparameter tuning on the validation set
before being evaluated on the test set. We add results from Presidio (Mendels et al., 2018) and GLiNER (Zaratiana
et al., 2024) as a baseline. Note that Presidio only supports anonymizing persons, locations and dates out-of-the-box.
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the overall F1 score high, which is of significant
importance when anonymizing data.

4.3 Limitations

The “Miscellaneous” (MISC) category poses a
unique challenge due to its highly heterogeneous
nature. It serves as a catch-all for tokens that do
not fit into other predefined categories, leading to a
mix of relevant and irrelevant data, stemming from
its definition: “Miscellaneous encompasses any
significant information not covered by the other
categories that might be used to de-anonymize”.
This lack of clear boundaries makes it difficult for
the model to consistently identify which tokens
belong to this class. Although dividing the MISC
category into more detailed categories might be
possible, some tokens will always resist clear clas-
sification. Additionally, classification is subjective,
depending on the user’s context and model applica-
tion. Despite these challenges, we have chosen to
retain the MISC category in our six-class schema
for its balance of manageability and relevance.

This fuzzy nature is illustrated by the following
example sentence from the financial-news-articles
dataset, with annotations below each entity:

“Francisco Palmieri
PER

, acting Assistant Secretary
MISC

of State for Western Hemisphere Affairs
MISC

, said

the Cuban
LOC

government was responsible for the

security of U.S.
LOC

diplomatic personnel on the

island
MISC

’and they have failed to live up to that

responsibility.’ Asked whether it was possible
that the Cuban government

ORG
would have been un-

aware of any attacks, he said: ’I find it very
difficult to believe that.’”

The entities tagged as MISC illustrate the ambigu-
ous nature of this class, highlighting the difficulty
for models to learn this entity class. One could
also argue that they may not necessarily require
anonymization, as they lack definitive identifying
information.

Another limitation of our approach is the actual
requirement to train a model. Other approaches
incorporating large language models or solutions
like GLiNER (Zaratiana et al., 2024) or Presidio
(Mendels et al., 2018) are designed to function
in a zero-shot environment without any additional
training. Nevertheless, such solutions are either
computationally intensive, accessible only via an
API, and/or lacking in performance (see Table 3).

5 Conclusion

We have introduced a novel text anonymization
approach that balances privacy preservation with
computational efficiency by distilling knowledge
from large language models into smaller, encoder-
only models using named entity recognition and
rule-based algorithms. Our lightweight system op-
erates without the need for manually labeled data or
extensive computational resources and is suitable
for deployment on less powerful servers or per-
sonal computing devices. It can easily be adapted
to any domain and is currently deployed for the
anonymization of financial documents and texts.

Our experiments demonstrate that our method
outperforms existing solutions like GLiNER (Zara-
tiana et al., 2024) or Presidio (Mendels et al., 2018),
achieving higher F1 scores and, more importantly,
higher recall overall and in all entity classes. Even
our smaller models with fewer than 200 million
parameters showed still satisfactory and superior
performance, indicating their practicality for on-
device deployment where computational resources
are limited and anonymization is paramount.

In conclusion, our findings suggest that knowl-
edge distillation offers a scalable, customizable,
and resource-efficient pathway for text anonymiza-
tion. By harnessing the capabilities of LLMs, our
approach holds significant promise for enhancing
privacy preservation in textual data across various
domains. Furthermore, with the continuous devel-
opment of new LLMs, we can enhance our frame-
work by updating the teacher, i.e., the LLM, of our
NER models.

Future work could shift the focus from the finan-
cial domain onto different languages or domains,
like social media, healthcare, or law, which require
a different set of entities, but can likely be solved
with the same framework as introduced here. Ad-
ditionally, one could test if we see a performance
degradation after replacing the raw, real-world data
(see Section 3.1 and 4.1) with synthetic data gener-
ated by a LLM, as seen in Watson et al. (2024) for
example. Another interesting venue is exploring
the effect anonymization has on the performance
of LLM-powered downstream tasks like contradic-
tion detection (Deußer et al., 2023), factual consis-
tency evaluation (Gekhman et al., 2023), or auto-
mated regulatory compliance verification (Berger
et al., 2023) or on the direct, actual performance
of LLMs, evaluated by benchmarks like the Open
LLM Leaderboard (Fourrier et al., 2024).
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6 Ethical Considerations

Our work focuses on enhancing privacy by
anonymizing sensitive information in textual data
across various domains. While our approach
aims to protect personal data and mitigate the risk
of privacy breaches, it is important to acknowl-
edge that no anonymization method, even manual
anonymization, can provide a 100% guarantee of
complete confidentiality, and our method is no ex-
ception, as shown in Table 3.

Additionally, if one applies the same approach
as the one in our model, the complete opposite
is possible: The identification of sensitive infor-
mation and entities from arbitrary chunks of text,
leading to easier retrieval of said personal informa-
tion, which is an inherent risk of all named entity
recognition models.
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