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Abstract

We address the task of hierarchical multi-label
classification (HMC) of scientific documents
at an industrial scale, where hundreds of thou-
sands of documents must be classified across
thousands of dynamic labels. The rapid growth
of scientific publications necessitates scalable
and efficient methods for classification, fur-
ther complicated by the evolving nature of
taxonomies—where new categories are intro-
duced, existing ones are merged, and outdated
ones are deprecated. Traditional machine learn-
ing approaches, which require costly retraining
with each taxonomy update, become impracti-
cal due to the high overhead of labelled data
collection and model adaptation. Large Lan-
guage Models (LLMs) have demonstrated great
potential in complex tasks such as multi-label
classification. However, applying them to large
and dynamic taxonomies presents unique chal-
lenges as the vast number of labels can exceed
LLMs’ input limits. In this paper, we present
novel methods that combine the strengths of
LLMs with dense retrieval techniques to over-
come these challenges. Our approach avoids
retraining by leveraging zero-shot HMC for
real-time label assignment. We evaluate the
effectiveness of our methods on SSRN, a large
repository of preprints spanning multiple dis-
ciplines, and demonstrate significant improve-
ments in both classification accuracy and cost-
efficiency. By developing a tailored evalua-
tion framework for dynamic taxonomies and
publicly releasing our code, this research pro-
vides critical insights into applying LLMs for
document classification, where the number of
classes corresponds to the number of nodes in
a large taxonomy, at an industrial scale.

1 Introduction

The rapid increase in scientific publications
presents growing challenges for categorizing these
documents in digital repositories. While the vol-
ume of papers is significant, the complexity is

further increased by the wide range of topics,
which are hierarchically organized in a taxonomy
since the topics can be viewed as subcategories of
broader categories within this hierarchy (Liu et al.,
2023; Toney and Dunham, 2022).

However, taxonomies are not static. Domain
experts and librarians frequently update them to
reflect advancements in various fields. Categories
are regularly introduced, merged, or deprecated
to ensure the taxonomy remains up-to-date and
relevant. Although HMC has been explored in
prior studies, these methods typically assume a
fixed taxonomy. To the best of our knowledge,
no existing work considers the dynamic nature of
taxonomies.

Given a scientific document and a hierarchical
taxonomy of labels, our task is to perform multi-
label classification by identifying which leaf node
labels from the taxonomy are most appropriate for
the document. Current classification approaches,
relying on static labels, require retraining whenever
the taxonomy changes. This process demands sig-
nificant amounts of new labeled data given each
frequent update of the taxonomy, leading to im-
practical solutions due to the high cost and time
required. Moreover, the large scale of these tax-
onomies often surpasses the input limitations of
most LLMs (Chang et al., 2024; Xiong et al., 2020;
Karpukhin et al., 2020), which would otherwise be
suitable for such complex tasks.

Label assignment is inherently subjective, as ex-
perts may assign different labels to the same doc-
ument (as illustrated in Figure 3 in the Appendix).
Our analysis showed that human classification ac-
curacy! varies between 65% and 90%, depending

'We define human classification as the process of anno-
tating scientific documents under time constraints, which can
increase the likelihood of errors due to limited review time. To
assess the performance of human classification, a senior and
highly experienced subject matter expert annotated the docu-
ments with high precision, providing a reference for human
accuracy in this context.
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on document complexity and taxonomy changes.
This inconsistency emphasizes the need for an au-
tomated, scalable solution that ensures more con-
sistent and reliable classification results.

In this paper, we propose a novel approach that
combines the strengths of LLMs with dense re-
trieval models. Our methods avoid the high re-
training costs associated with machine learning-
based approaches by employing zero-shot method
for label assignment in large, dynamic taxonomies.
We demonstrate the effectiveness of our approach
on SSRN, a vast digital repository, showing sig-
nificant improvements in both accuracy and cost-
effectiveness. By automating document categoriza-
tion, we reduce the costs from $3.50 per document
to approximately 20 cents, marking a pivotal shift
for businesses aiming to scale classification efforts
while maintaining accuracy.

Our contributions are as follows:

* We propose methods for multi-label classifi-
cation that do not require retraining. These
methods leverage LLMs and dense retrieval
models to handle large, dynamic taxonomies,
making them highly applicable to real-world
scenarios where taxonomy structures are peri-
odically evolving.

* We introduce a new dataset of scientific docu-
ments labeled across multiple disciplines by
domain experts. The dataset includes hierar-
chical, dynamic labels, reflecting the complex
structure of modern taxonomies.

* We propose a novel evaluation framework tai-
lored to dynamic taxonomies, moving beyond
static taxonomies to demonstrate the effective-
ness of our methods in a realistic, evolving
environment.

* We release the code for our methods, enabling
reproducibility and fostering future work in
HMC with dynamic taxonomies. 2

2 Related Work

HMC of scientific documents has been extensively
studied, often with small datasets or static tax-
onomies (Zangari et al., 2024; Wang and Gao,
2024; Zhu et al., 2024; Zhang et al., 2023; Fard
et al., 2023; Pal et al., 2020).

’The code and dataset are available at https://github.
com/tabatabaeis/SSRN-LLM-TaxoClass

Previous datasets (Kowsari et al., 2017; Lu and
Getoor, 2003; Yang et al., 2018; Santos and Ro-
drigues, 2009) such as the Cora (McCallum et al.,
2000) and Citeseer (Giles et al., 1998) lack hier-
archical structures or are limited to a small set of
papers. While newer datasets like SciHTC (Sadat
and Caragea, 2022) introduce more hierarchical
complexity, they still assume a static taxonomy.

In our extensive experiments, we found
SPECTER?2 (Singh et al., 2022) as the most ef-
fective baseline on our dataset, which is why we
compare our proposed method with it throughout
this paper, referring to SPECTER?2 as the SOTA on
our business-specific dataset. SPECTER (Cohan
et al., 2020) processes paper titles and abstracts,
optimizing a triplet margin loss that ensures papers
with citation links have more similar embeddings
than those without. SPECTER?2 builds upon this by
fine-tuning on four additional tasks: classification,
regression, proximity, and retrieval. We further
adapt SPECTER?2 to our hierarchical multi-label
classification task, fine-tuning it for each update
of our evolving taxonomy. This process includes
manually annotating hundreds of thousands of doc-
uments with the new taxonomy labels after each
change. To the best of our knowledge, no prior
work has explored the use of LLMs for HMC with
either static or dynamic taxonomies. Our work ad-
dresses this gap by combining LL.Ms with dense
retrieval models, offering a scalable solution with-
out the need for training.

3 Dataset Description

3.1 Document Data

Document Data includes preprints characterized by
title, abstract, and keywords, forming the basis for
taxonomy label assignment. See Table 1 for the
statistics. In this work, we refer to the preprint or
document’s ‘content’ as its title, abstract, and key-
words. These features encapsulate the core content
and context of each document, serving as the basis
for assigning labels from the established taxonomy.

To maintain objectivity and avoid bias, the la-
belling process excludes author affiliations. For
example, a document authored by an individual
from a university’s law department would not auto-
matically receive labels pertinent to legal studies.
This approach ensures that labels are derived solely
from the document’s content. While full text is
available, it was excluded due to LLM token lim-
its and computational costs, as well as feedback
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from Subject Matter Experts (SMEs) indicating
that manual classification typically relies on meta-
data alone.

3.2 Taxonomy Structure

The taxonomy structure is a hierarchical tree with
nodes representing scientific disciplines, some with
up to nine levels. The taxonomy is extensive, en-
compassing several thousand nodes, with some
branches extending up to nine levels deep. Each
node in the taxonomy is defined by its label (name),
ID, and its relationships with parent and child
nodes. Additionally, some nodes include a brief
description that describes the type of research ap-
plicable to that specific node. The taxonomy is
not static; it is regularly reviewed and updated by
experts from the repository to reflect the ongoing
developments in scientific research. This process
may involve adding, removing, or merging nodes
to ensure the taxonomy remains up-to-date. The
latest version is available on SSRN?.

3.3 Taxonomy Preparation and Enhancement

Statistic | Max Avg Min

Word-level length statistics

Title 28 13 3

Keywords 41 9 0

Abstract 400 180 20
Hierarchy statistics

Leaf labels 2778 (Total)

Parent labels 477 (Total)

6.86 -
4.39 -

Children per parent | 159
Leaf node depth 9

Table 1: Dataset Statistics.

Acronym expansion. Our analysis of the taxon-
omy revealed that many labels contained acronyms,
often derived from the names of parent nodes,
though some were unrelated. While SMEs gen-
erally understand these acronyms, we found that
expanding them into full forms enhances LLM
comprehension. For instance, FoodSciRN in la-
bels such as "FoodSciRN Conferences & Meetings"
refers to "Food Science Research Network," a par-
ent label. Similarly, OPER in labels like "OPER
Subject Matter eJournals" stands for "Operations
Research Network,".

Label description generation. Our experiments
showed that adding label descriptions significantly

3h'ctps ://papers.ssrn.com/sol3/
DisplayJournalBrowse.cfm

improved classification effectiveness of various
classification approaches. However, manually cre-
ating descriptions for around a thousand taxonomy
nodes was impractical. To address this, we used
GPT-4 to automatically generate descriptions. To
produce meaningful descriptions, the following in-
formation was included in the prompt provided to
ChatGPT-4: (i) Label Name: The name of the node;
(i1) Parent Name: The name of the parent node; and
(iii) Parent Description: The description of the par-
ent node, if available. The prompt is presented in
Figure 4. We also included a sample description
from a node at a similar depth in the taxonomy
to guide GPT-4 through few-shot learning. SMEs
evaluated the generated descriptions, confirming
that most were high quality and suitable for our
task. Automating this process enriched the dataset
and enhanced the performance of our multi-label
classification methods.

4 Methods

We propose two strategies for HMC of scientific
documents. The first strategy relies solely on LLMs
to traverse the taxonomy and select relevant labels.
The second strategy, includes three approaches,
combines bi-encoder models for initial filtering,
followed by LLM-based refinement of the label
selection. The following subsections provide a de-
tailed breakdown of each approach.

4.1 LLM-Traverse-LLM-Select (TravSelect)

In the TravSelect approach, an iterative hierarchi-
cal classification process is employed. This in-
volves prompting the LLM to traverse the taxon-
omy layer by layer using a Breadth-First Search
strategy: (i) First Step: The LLM prompted to
evaluate top-level taxonomy nodes to identify rele-
vant categories based on the scientific document’s
content. (ii) Iterative Process: Each selected node
in a layer can either be a leaf, i.e., a node without
children, or a parent node. All selected leaf nodes
are added to the set of selected nodes. For the se-
lected parent nodes, the LLM continues narrowing
down and progressively assessing their children.
(iii) Final Selection: The process continues until
there is no more parent node among selected nodes,
resulting in a set of selected leaf nodes. The prompt
template can be seen in Figure 5 in the appendix.

4.2 Initial Filtering with Bi-Encoder Models

This set of approaches begins with a common step:
filtering the taxonomy using a bi-encoder model.
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Figure 1: An illustration of our most effective proposed method, LLM-Select-Pointwise (LLM-SelectP).

This step involves ranking all leaf nodes of the
taxonomy based on their similarity to the given sci-
entific document’s content. The bi-encoder model
computes the cosine similarity between the embed-
dings of the scientific document and the taxonomy
nodes where each node is represented by its name
and description. The objective is to eliminate irrel-
evant leaf nodes early, reducing the computational
load for subsequent steps.

In our experiments, we evaluated several bi-
encoder models to assess their effectiveness in rank-
ing human-selected labels among the top positions,
as shown in Figure 2. In this setup, we only had
only one perfect set of labels for each scientific
document. The "sentence-transformers/all-mpnet-
base-v2" model consistently outperformed other
models and was thus selected for the initial filter-
ing step in all subsequent approaches. We also
explored different top-k depths, ranging from 10
to 100. Consequently, to optimize both effective-
ness and computational costs, we present the top
40 leaf nodes, as suggested by SMEs after ana-
lyzing the best performing methods results, from
the bi-encoder model, along with their hierarchical
context (i.e., the full path to the root) as the pruned
taxonomy (PT), to our proposed LLM-based clas-
sification methods, where each method uses this
information differently to select the most relevant
labels from this pruned set, considering both the
document content and hierarchical relationships.

4.3 LLM-Based classification methods

After filtering, each approach differentiates in how
it utilizes LLMs for multi-label classification:
4.3.1 LLM-Select-One-Pass (LLM-SelectO)

LLM-SelectO adopts a one-pass selection ap-
proach, where the LLM is tasked with simulta-

neously classifying all potential labels in a single
prompt, as opposed to individual pointwise classifi-
cation. The LLM is prompted with the PT, includ-
ing the description of each label, and tasked with
selecting the most relevant labels, considering both
the scientific document’s content and the hierarchi-
cal relationships within the pruned taxonomy. The
prompt is presented in Figure 6 in appendix.

4.3.2 LLM-Rerank

In LLM-Rerank, the LLM is used to assign rele-
vancy scores to the each node from the PT. The pro-
cess involves: (i) Relevancy Scoring: The LLM
assigns a score to each node and its direct parent in
the PT based on its similarity to the scientific docu-
ment used to sort nodes. The prompt is presented in
Figure 7 in appendix. (ii) Re-Ranking: The scores
are then used to rank the taxonomy leaf nodes by
applying mathematical functions that consider both
the children node scores and their parent nodes.
The used mathematical functions are as follow: (1)
Using only the leaf node’s score; (2) Averaging
the score of the leaf node with its direct parent; (3)
Averaging the score of the leaf node with all its
ancestor nodes; and (4) Using the harmonic mean
of the leaf node’s score and those of all its ancestor
nodes. We empirically found that the most effec-
tive mathematical function for calculating the final
relevance score is the assigned scores to the leaf
nodes themselves without considering the parents.

4.3.3 LLM-Select-Pointwise (LLM-SelectP)

LLM-SelectP follows a pointwise classification ap-
proach, breaking down the HMC task into a series
of independent binary classification decisions as
illustrated in Figure 1. The process is divided into
the following steps: (i) Leaf Node Assessment:
The LLM determines whether each leaf node is
relevant based on its description (its prompt is pre-
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Figure 2: Comparative performance of different bi-
encoders.

sented in Figure 8 in appendix); (ii) Parent Node
Assessment: The LLM assesses parent nodes to
ensure contextual relevance within the hierarchy
(its prompt is presented in Figure 9 in appendix);
(iii) Label Adjustment: The number of selected
labels is adjusted to meet the predefined range, en-
suring sufficient but not excessive label assignment.

4.4 Post-Processing

All approaches conclude with a post-processing
step to refine the final label set, a recommendation
from SMEs. This step is highly task-dependent and
tailored to the specific requirements of the given
problem. (i) Decreasing the Number of Labels:
If more than five labels are selected, the label set
will be reduced. The LLM is provided with the
selected nodes and their parents and is prompted to
choose the most relevant five labels, ensuring the
number of labels per document remains within the
preferred range, the prompt presented in Figure 10
in appendix. This is not applied for LLM-Rerank
method where the labels are already scored and
top-k labels could be selected straightforwardly.
(ii) Decreasing number of siblings. This step
is based on SME’s suggestion and the goal is to
ensure that not all labels are selected from one
parent; preventing from being biased to a single
subcategory within the taxonomy.

5 Evaluation Framework

Given the possibility of having multiple perfect
label sets for each document, we could not rely
on a gold dataset for evaluation. Instead, we en-

gaged SMEs to provide direct feedback on the la-
bels assigned by each method to scientific docu-
ments. SMEs reviewed a set of 100 documents
for each method, evaluating the accuracy and rele-
vance of the assigned labels. To evaluate the HMC
models, we used two metrics: (i) Correctness: A
binary metric indicating whether the SME deemed
the selected label set by the appropriate. We re-
port the percentage of positive responses as accu-
racy. (ii) Subjective Evaluation: SMEs rated label
quality on a 1-5 scale. The detailed explanation of
scores is given in Table 3 in Appendix. We used the
GENEX, an evaluation tool developed by Elsevier
(Figure 11), to assist SMEs in evaluating the la-
bels and gathering quantitative feedback, including
questions like "What is the ideal label set?", "Why
did you assign this score?", and "What makes a
label set unsuitable?" These insights were pivotal
during the Proof of Concept (PoC) phase to address
approach limitations.

6 Results

Table 2 presents accuracy and SME scoring metrics
(S-1% to S-5%), which represent the percentage
of documents rated from 1 (unacceptable quality)
to 5 (excellent quality). The results show that our
proposed methods, which combine a bi-encoder
for initial filtering and classification by LLMs, out-
perform the previous SOTA, SPECTER?2 (Singh
et al., 2022). Our best method, LLM-SelectP,
achieves an accuracy of 0.943 compared to 0.615
for SPECTER?2. Furthermore, LLM-SelectP, by a
large margin, achieves the highest effectiveness in
terms of S-5%, with 32.9% of its predictions rated
as perfect annotations, while the previous SOTA
achieves 0% in this setup. Even other proposed
methods are limited to 4.3% of predictions rated
as perfect annotations. We also found that having
the LLM approach the classification task alone, as
in the Trav-Select method, results in lower effec-
tiveness compared to all proposed methods and
the previous SOTA. These results underscore the
importance of effective initial label selection, par-
ticularly for large taxonomies.

Ablation Analysis. We analyzed the importance of
each component of LLM-SelectP’s full methodol-
ogy. Table 2 shows skipping decreasing the number
of labels reduced performance significantly with
a drop of 32% in terms of accuracy. Furthermore,
removing label descriptions where we only provide
label title without its description and without con-
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Method

| Accuracy% | S-5%1 | S-4%1 | S-3% 1 | S-2% | | S-1% |

Machine learning based method

Previous SOTA (Singh et al., 2022) \ 61.5 \ 00.0 \ 11.5 \ 50.0 \ 30.7 \ 7.8
Only LLM-based method

Trav-Select (ours) | 50.0 | 43 | 143 | 257 | 229 | 329

Bi-encoder followed by LLM-based methods

LLM-Rerank (ours) 70.0 0.0 4.3 60 314 43

LLM-SelectO (ours) 58.6 4.3 24.3 25.7 28.6 17.1

LLM-SelectP (ours) 94.3 329 38.6 22.9 4.3 14
Ablation analysis(Ours)

LLM-SelectP w/o decreasing (random 62.9 0.0 4.3 50.0 37.1 8.6

selection)

LLM-SelectP w/o description 85.7 29 15.7 60.0 18.6 29

LLM-SelectP w/o contextualization 85.7 2.9 28.6 57.1 7.1 4.3

Table 2: Effectiveness results of different methods. Machine learning based method (Singh et al., 2022) is the
previous SOTA on this task. S-i% refers to the percentage of the documents that are scored to : by SME for a
method. SelectL and SelectP refers to Listwise and Pointwise respectively.

textualization where we skip evaluation of parent
node results in a drop of about 9% in terms of accu-
racy indicating the importance of all of these steps
in LLM-SelectP method.

7 Business Impact

The proposed AI Classification system imple-
mented for SSRN, Elsevier’s preprint repository,
has fundamentally transformed the process of docu-
ment categorization. Prior to this, human classifiers
manually assigned over 3,000 constantly evolving
labels, which became increasingly impractical due
to growing business demands and the rapid expan-
sion of academic disciplines. By automating this
process using ChatGPT 3.5, SSRN now classifies
documents in a fraction of the time and at a fraction
of the cost. Each manually classified document pre-
viously cost approximately $3.50, while our system
processes them for around $0.20 each. With over
140,000 papers submitted annually, this reduction
in classification costs results in substantial finan-
cial savings, projected to exceed $100,000 in 2024
alone. This transformation allows SSRN to redi-
rect resources towards strategic initiatives, ensuring
scalability and sustained operational efficiency as
the volume of submissions grows. The system runs
daily, eliminating the backlog that once delayed the
processing of papers, and providing a consistent
quality that surpasses the accuracy of manual classi-
fication. As SSRN scales, this Al-driven approach
ensures that both cost and operational bottlenecks
are mitigated, freeing up resources for more strate-
gic initiatives and allowing SSRN to keep pace
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with the rapidly evolving academic landscape.

8 Conclusion

In this paper, we present novel approaches for
HMC of scientific documents using LLMs and
dense retrievers. Our methods, without the need
for training, effectively handle large, dynamic tax-
onomies. Among the various approaches we pro-
posed, the LLM-SelectP method achieved over
94% effectiveness in terms of accuracy, highlight-
ing the potential of LLMs in large-scale, real-world
classification tasks.

While our current approach successfully utilizes
document metadata (title, abstract, and keywords)
to maintain cost-effectiveness, future work could
explore the integration of full-text analysis, par-
ticularly for cases where the system shows lower
confidence in classification. Our decision to ex-
clude full-text processing was primarily driven by
cost considerations, as LLM processing costs typ-
ically scale with token count. However, a hybrid
approach that selectively processes full text for am-
biguous cases could potentially further improve
accuracy while maintaining reasonable operational
costs.
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A Appendix

A.1 Explanation of Quality Scores for
Classification

In this section, we explain the quality scores used
in evaluating the classifications. Each score corre-
sponds to a specific level of classification quality,
ranging from unacceptable to excellent. The score
descriptions focus on the presence of essential clas-
sifications, the occurrence of wrong or low-value
classifications, and the overall impact on the discov-
ery experience for researchers and the satisfaction
of authors. The scores are defined at Table 3.

A.2 Subjectivity of Annotation

Figure 3 illustrates an example of a scientific doc-
ument with three different sets of labels, each of
which could be considered a perfect match for the
document. This highlights the inherent subjectivity
of the task, as multiple label sets can be deemed
ideal for the same document. Consequently, this ne-
cessitates a dynamic evaluation approach tailored
to each method.

A.3 Previous Solution: Human Classifiers

This section outlines some key challenges with
the human classification system and the limitations
of the current taxonomy structure, which has im-
pacted the quality and consistency of classification
over time.

A.3.1 Human Classifier Limitations

Several factors contribute to the varying levels of
quality in the classification performed by human
classifiers:

* Part-time nature of the role: SSRN classi-
fiers are typically part-time contract workers,
many of whom have other professional obli-
gations. Until recently, the hourly wage was
quite modest (only $15 per hour), meaning
that for some, the position was not a high-
priority role. Consequently, there has been
limited motivation to perform the job excep-
tionally well.

* Lack of incentives: Compensation for the
classification work has not been directly tied
to either speed or quality. Historically, there
were no financial incentives such as pay raises
for consistently high-quality work. This has
led to varying levels of engagement and output
quality across classifiers.

* Cumbersome workflow: The classification
process has been organized around "net-
works," each with separate queues and individ-
ual classifiers. Due to this structure, a paper
may be examined by different people, each
responsible for classifying within a specific
section of the taxonomy. This fragmented
approach leads to inconsistencies in classifica-
tion across different networks, as there is no
unified process for adding all relevant classifi-
cations at once. Additionally, errors made by
front-end processors (often low-wage workers
without advanced subject matter knowledge)
can result in papers being omitted from rele-
vant queues, further compounding the incon-
sistency.

A.3.2 Taxonomy Structure Challenges

The structure and evolution of the taxonomy itself
has also contributed to classification challenges:

* Siloed taxonomies: The current taxonomy
system has developed over approximately 30
years, and was historically built in isolation
across different networks. This has resulted
in overlapping yet functionally separate silos
(e.g., Cognitive Science, Neuroscience, and
Decision Science) that conceptually overlap
but are treated as distinct workflows. Only
recently has there been an effort to integrate
these taxonomies into a unified system and
develop a holistic view of classification.

* Inconsistent terminology and duplication:
Due to the historical isolation of taxonomies,
there have been issues with overlap, incon-
sistent terminology, and duplication across
categories. Furthermore, not all subject areas
have a suitable label in the current taxonomy,
which can lead to errors of omission during
classification.

* User-driven taxonomy: The existing taxon-
omy has also been shaped by user demand,
particularly through subscriber-driven email
alerts. As a result, some labels are extremely
broad (e.g., "Ecology eJournal"), while oth-
ers are more niche (e.g., "Law, Policy, &
Economics of Technical Standards eJournal").
This demand-driven approach has not always
aligned with the subject matter itself, compli-
cating the classification process.
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Score | Explanation

1 ‘ Unacceptable Quality. All essential classifications are missing.

2 Low Quality. One or more essential classifications are missing, minimal relevant classifications are present, and
more than 1 classification is wrong. The low quality would prevent a good discovery experience for researchers
and would irritate authors.

3 Acceptable Quality. No essential classifications are missing, at most one classification is wrong, and there may
be some relevant classifications. Overall, this quality enables a decent discovery experience, satisfactory for
most authors, and is nearly as good as a human classifier would provide.

4 Good Quality. All essential classifications are present, no classifications are wrong, and minimal low-value
classifications exist. The quality supports discovery across disciplines and matches what we would expect from a
human classifier, providing a good discovery experience that most authors would welcome.

5 Excellent Quality. All essential classifications are present, with no low-value or wrong classifications. Overall,
the classifications match or exceed the quality of human classifiers, offering an excellent discovery experience
that will please researchers and impress authors.

Table 3: Quality scores for classification.
S Perfect set 1
Scientific document e 3507148, Library Services & Librarianship eJournal
Title: Radical Empathy and the Managerial e 3038064, Feminist Theory & Philosophy eJournal
EthiclofGare e 1561269, ORG: Dimensions of Leadership (topic)

Abstract: This chapter introduces the concepts
of radical empathy and ethics of care as they
apply to a managerial context in academic

libraries. Research has shown that individual
managers have significant influence on the

workplace satisfaction and retention of their
staff, and therefore this chapter will provide o
some practical suggestions for, and

Perfect set 2
e 1276817, LRN: Attributes of Leaders (topic)
e 3587053, PsychRN: Leadership & Management (topic)
1371815, ERN: Employee Motivation & Incentives (topic)

opportunities for reflection about,
operationalizing an ethic of care in order to
prevent and mitigate the destructive effects of
burnout among library workers.

Keywords: burnout, management, ethics
care, empathy, library leadership

of .
.
.

Perfect set 3
950865, Feminist Methodology & Research eJournal

3587074, PsychRN: Interpersonal Relations & Group Processes (topic)
1561328, ORG: Values-Based Leadership (topic)

Figure 3: A document can belong to multiple perfect sets, each consisting of different combinations of relevant

labels.

A4 Prompts
A.5 Description Generation

The prompt of our description generation is pre-
sented in Figure 4.

You are an AI assistant designed to generate
descriptions for labels used in
classifying SSRN preprint articles. To
do this, you should use the information
in the name of the label, and also
using the information about the parent
of the label in the taxonomy.

Figure 4: The prompt of description generation.

A.6 Traverse Prompt

The prompt of our LLM-Traverse-LLM-Select
(TravSelect) method is presented in Figure 5.
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A.7 LLM-Select-One-Pass Prompt

The prompt of LLM-Select-One-Pass (LLM-
SelectO) method is presented in Figure 6.

A.8 LLM-Rerank Prompt

The prompt of our LLM-Rerank method is pre-
sented in Figure 7.

A.9 LLM-Select-Pointwise Prompts

The prompts for the leaf label and parent label
assessments in the LLM-Select-Pointwise method
are shown in Figures 8 and 9.

A.10 Decreasing the number of labels

The prompt for decreasing the number of labels in
post-processing is presented in Figure 10.



You are an AI trained to evaluate the
relevance of multiple labels for a
given SSRN pre-print document. For this

task, you will receive the document’s
title, keywords, abstract, and a list
of labels. Each label in the list has
an ID, a name, and description. Your
task is to determine which labels are
the best fit for the document. A label
fits well if the document’s main focus
aligns with the area the label
describes. Your output should be a
concise JSON object containing a list, ’
best_labels’, which only includes the
ID of labels that best fit the document.

Figure 5: The prompt of LLM-Traverse-LLM-Select

(TravSelect) method.

You are an AI assistant trained to evaluate
the relevance of multiple labels for a
given SSRN pre-print document. You will

receive the document’s title, keywords,
abstract, and a taxonomy of labels.
Each label in the taxonomy has an ID, a
name, and description. Your task is to
select the best-fitting leaf labels (
having no children) for the document.

A label is considered a good fit if:

- It directly relates to the core subject of

the article.

- All its parents are relevant to the
document.

Your output should be a concise JSON object
containing a list, ’best_labels’, which

only includes the IDs of the labels
that best fit the document.

Figure 6: The prompt of LLM-Select-One-Pass method.

You are an AI assistant helping me to find
the conceptual similarity scores
between an SSRN article and a list of {}

labels.

Please ensure the following:

- Return a score for each label.

- Ensure there are {} scores in total.

- Ensure the scores are varied and
accurately represent the level of
similarity, rather than scoring a large

percentage of labels the same.

- Consider the main theme of the article and
the specific context in which keywords
are used.

- Do not assign high similarity scores to
labels that are only tangentially
related or share a few keywords with
the article. The focus should be on the
overall subject matter of the article.

- Scores should have two decimal points for
greater precision.

The output should be a JSON object named "
scores” that contains a list of {}
tuples. Each tuple should contain a
label ID and a relevancy score between
0.01 and 1.00, indicating the level of
relevancy between the label and the
given document.

Figure 7: The prompt of LLM-Rerank method.

You are an AI trained to evaluate the
relevance of a label for a given SSRN
pre-print document. You will receive
the document’s title, keywords,
abstract, and the label’s ID, name, and

description. Your task is to determine

if the label is a good fit for the
document. A label fits well if the
document’s main focus aligns with the
area the label describes. Your output
should be a concise JSON object. The
JSON object should contain three keys:
"main_focus”, a very short
representation of the document’s main
focus, "label_fit", representing the
fit as a boolean value. It’s crucial to
utilize the entire scoring range to
reflect varying degrees of relevancy.
Please do not provide any further
information or explanation in addition
to the JSON object. Do not use the
slash or backslash characters in your
output.

Figure 8: The prompt of LLM-Select-Pointwise method
for the leaf label assessment.
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You are an AI, trained to assess the
potential relevance of a label for a
given SSRN pre-print document. You’ll
be provided with the document’s title,
keywords, abstract, and the label’s
name and description. Your mission is
to gauge if the label could be a
reasonable match for the document. A
label can be considered a reasonable
match even if it only partially aligns
with the document’s main theme. Your
response should be a JSON object. This
JSON object should include three keys:
"main_focus"”, a brief summary of the
document’s main theme, "label_fit",
indicating the fit as a boolean value,
and "relevancy_score”, showing the
relevance as a score from @ to 1. It’s
important to use the full scoring range

to indicate varying levels of
relevance. Do not use the slash or
backslash characters in your output.

Figure 9: The prompt of LLM-Select-Pointwise method
for the parent label assessment.

You are an AI trained to evaluate the
relevance of multiple labels for a
given SSRN pre-print document and
select the top 5 labels that best fit
the document. For this task, you will
receive the document’s title, keywords,

abstract, and a list of labels. Each
label in the list has an ID, name, and
description. Your task is to determine
which labels are the best fit for the
document. A label fits well if the
document’s main focus aligns with the
area the label describes. Please return
the IDs of the top 5 labels that best
fit the given document.

Figure 10: The prompt for decreasing the number of
labels in post-processing.
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Influence of e-HRM on Organizational Effectiveness: Towards a Research Model Additional comments for this article.

Growth in e-HRM (electronic- Human Resource Management) is unprecedented after the advent of COVID-19. Even public sector
organizations adopted digital HRM in the perspective of the prevalent COVID scenario. One of the most advanced researches is to measure

e-HRM success. The study’s goal is to explore the linkage of e-HRM towards organizational effectiveness in Indian public sector

organizations and then develop a conceptual framework. To assess how e-HRM affects net benefits, we provide a model that builds on the

Delone & McLean (D&M) IS success model and the Expectation-Confirmation model (ECM). Major constructs used in the model are e-HRM

service quality, e-HRM Information quality, e-HRM system quality, Expectation, Confirmation, Satisfaction, System Use, Individual

Effectiveness, and organizational effectiveness. This paper proposes an answer to how e-HRM can influence organizational effectiveness. In

the context of Indian public sector companies, the article adds value by augmenting the D&M and ECM models. A thorough framework for %
assessing organisational effectiveness must include expectation and confirmation, as well as their satisfaction for better acceptance. The

paper could aid HR in better understanding how human factors work viz. Satisfaction, expectation, and confirmation affect the correlation

of e-HRM towards organizational effectiveness. To give line managers a fresh perspective on e-HRM acceptance, it is helpful to understand

the influence of the e-HRM context on net benefits. The suggested approach is a comprehensive model that may be used to support future

studies.

Keywords

e-HRM strength, Organizational Effectiveness, e-HRM, DeLone & McLean model, individual performance

Affiliations
Entry Year
2024
Evaluation
Label Set-1 Perfect Label Importance Comment
ORG: Values, Atttude, & Perception (Topic) O .
(ORG: Employee Training & Development Programs (Topic) O N
PsychRN: Organizational Behavior & Workplace Performance (Topic) O N
POL: Human Resource Management Models (Topic) O B
Information Technology & Systems eJournal O N

Search and add missing labels,

set1

Confidence .

Figure 11: Schema of the GENEX tool used for evaluation.
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