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Abstract

Learning entities from narratives of skin can-
cer (LENS) is an automatic entity recognition
system built on colloquial writings from skin
cancer-related Reddit forums. LENS encap-
sulates a comprehensive set of 24 labels that
address clinical, demographic, and psychoso-
cial aspects of skin cancer. Furthermore, we
release LENS as a pip package1, making it
easy for developers to download and install,
and also provide a web application2 that al-
lows users to get model predictions interac-
tively, useful for researchers and individuals
with minimal programming experience. Ad-
ditionally, we publish the annotation guide-
lines3 designed specifically for spontaneous
skin cancer narratives, that can be implemented
to better understand and address challenges
when developing corpora or systems for sim-
ilar diseases. The model achieves an overall
entity-level F1 score of 0.561, with notable
performance for entities such as "CANC_T"
(0.747), "STG" (0.788), "POB" (0.714), "GEN-
DER" (0.750), "A/G" (0.714), and "PPL"
(0.703). Other entities with significant results
include "TRT" (0.625), "MED" (0.606), "AGE"
(0.646), "EMO" (0.619), and "MHD" (0.5). We
believe that LENS can serve as an essential
tool supporting the analysis of patient discus-
sions leading to improvements in the design
and development of modern smart healthcare
technologies.

1 Introduction

Social-media channels have unlatched the way to
modern healthcare by promoting patient engage-
ment, professional communication, accessibility,
education, and awareness (Sinclair et al., 2015;

1Installation instructions available at https://github.
com/dml2611/LENS.

2Web App available at https://lens-demo.streamlit.
app/.

3annotation_guidelines.pdf available at https://github.
com/dml2611/LENS/tree/main/annotation

Non-Medical Medical
Language Terminology

lump or bump Tumor or Mass
unexplained weight loss Cachexia
feeling tired all the time Fatigue
shortness of breath Dyspnea
bloating Abdominal distension
multicolored spots Pigmented Lesion
lumps in neck or groin Lymphadenopathy
small, firm, red or pink bump Papule

Table 1: Non-Medical Language vs Medical Terminol-
ogy (Cancer-Related Symptoms)

Aceto et al., 2018). These forums often assist pa-
tients and carers (family member, partner, or friend)
when seeking advice, exploration and information
gathering, sharing lived experiences, peer support,
discussions, etc. (Naslund et al., 2020; Bruce
et al., 2024). Together with online health communi-
ties (HealthUnlocked4, AskaPatient5, MedHelp 6,
Health24 (Ji et al., 2023)), dedicated social health
platforms (Reddit, Facebook, Twitter, YouTube)
have revolutionised research and paved a way for
modern medicine (Griffiths et al., 2012; Aase and
Timimi, 2013; Moorhead et al., 2013; Aase and
Timimi, 2013; Gupta et al., 2022). Particularly,
patients with chronic illnesses such as cancer use
social-media to seek out practical, social, and emo-
tional support (Fox and Purcell, 2010; Patel et al.,
2015; Foufi et al., 2019). Illness narratives, in
which patients and carers recount their actual ex-
periences, often in a chronological sequence that
includes their past, present, and future, are potent
forms of expression that benefit the listener on an
emotional, social, and physical level (Charon, 2001,
2022).

At almost 40% of all cancer cases, skin cancer is
one of the most common types of cancer globally

4https://healthunlocked.com/
5https://www.askapatient.com/
6https://www.medhelp.org

https://github.com/dml2611/LENS
https://github.com/dml2611/LENS
https://lens-demo.streamlit.app/
https://lens-demo.streamlit.app/
https://github.com/dml2611/LENS/tree/main/annotation
https://github.com/dml2611/LENS/tree/main/annotation
https://healthunlocked.com/
https://www.askapatient.com/
https://www.medhelp.org
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Entity Type Labels

Clinical Cancer Type (CANC_T), Staging and grading (STG), Treatment (TRT), Part of Body (POB), Result (RES),
Symptom (SYM), Investigation (INV), Medication (MED), Adverse Effect (ADV_EFF), Etiology (EGY),
Tumor size and shape (SIZE), Number (NUM), Duration (DUR), Mental Health Diagnosis (MHD),
Diagnosis of other diseases (DIAG), Organization (ORG), People or Cancer care team (PPL)

Demographic Age (AGE), Gender (GENDER), Age/Gender (A/G), Geopolitical Entity (GPE)
Psychosocial Emotion (EMO), Metaphorical Expression (MET), Other Expressions (EXP)

Table 2: Named entities in skin cancer narratives.

(Whiteman et al., 2016; Apalla et al., 2017; Bray
et al., 2018; Urban et al., 2021). It is recorded as
17th most common in males and 8th most common
in females, in Europe (Ferlay, 2004; WCRF, 2022).
Biomedical named entity recognition (NER) can
be used to extract key concepts (such as diseases,
signs/symptoms, medications, treatment, side ef-
fects, gender, and age) from illness narratives (Ku-
mar, 2020; Hao et al., 2021). It is a powerful tech-
nique that has gained attention in medical research
communities for detecting named entities from clin-
ical documents (Wen et al., 2021; Kocaman and
Talby, 2022). Even though NER is one of the most
valuable tools for information extraction, the lack
of open-source cancer NER libraries is bottleneck
for healthcare text analytics.

The major contributions of this work include:

1. MELNER Corpus: An annotated corpus in-
cluding 24 named entity markers for skin can-
cer narratives. MELNER provides a detailed
set of entities (see Table 2), including skin
cancer-specific (cancer type, treatment, symp-
toms, etiology, etc.), demographic (age, gen-
der, geographical location), and psychosocial
(emotions, metaphors, and other expressions).

2. LENS: An NER system trained using the
MELNER corpus, for automatic extraction
of named entities from colloquial texts, such
as narratives of patients and carers. LENS is
made publicly available for distribution via
PyPI and pip, making it easy for developers
to download and install.

3. Web Interface: A website interface will be
available (the streamlit hosted version is being
developed), making it useful for researchers
and individuals with minimal programming
skills, for analysing and downloading the
tagged entities.

4. Label Mapping: The LENS tags are fur-

ther mapped to SNOMED-CT7 and MedCAT8

codes (see Table 7), useful for researchers and
professionals in the medical domain.

5. Annotation guidelines: The annotation pro-
cess, involving a wide range of labels, re-
quired a significant amount of effort, with the
guide being amended frequently in agreement
with the annotators and domain specialists.
This evolved in a standardized system for la-
belling entities in skin cancer narratives. They
may serve as relevant training material and
promote collaboration with other researchers.

2 Motivation

Although multiple NER tools are being developed
by researchers, their application to social-media
data is still hindered by the usage of non-clinical
expressions rather than domain-specific terminol-
ogy (Denecke, 2014; He, 2019). Patients often re-
sort to the use of figurative language for describing
their symptoms (see Table 1). Additionally, errors
and misspellings are common hallmarks of collo-
quial communication. The grammatical and lexical
variability of health-related natural language on
social-media poses a significant challenge for the
NER task (Babaian and Xu, 2024). One of the sig-
nificant drawbacks of the current biomedical NER
systems is their narrow coverage, focussing only
on clinical entities with fewer labels. Moreover,
information such as social or demographic factors
that are also connected to a patient’s health is not
considered by these systems (Raza et al., 2022).
Analysing the psychosocial burden of the disease
provides a more complete understanding of the
patient experience and can help design more per-
sonalized treatment plans taking into account both
medical and emotional aspects of care.

7https://www.snomed.org/what-is-snomed-ct
8https://github.com/CogStack/MedCAT

https://www.snomed.org/what-is-snomed-ct
https://github.com/CogStack/MedCAT
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Figure 1: Extracting LENS entities from a narrative of skin cancer. For abbreviations see Table 2

3 Data Collection

Reddit supports a number of cancer-related forums
that provide an anonymous environment for infor-
mation sharing and discussions. As of January
2024, Reddit had 1.22 billion users globally, 73.1
million daily active users, and 36.7 million regis-
tered user accounts. There are roughly 100,000
active subreddits9, with the cancer subreddit in par-
ticular having 58,380 subscribers10.

We chose Reddit as the data source because, in
addition to dedicated forums that reduce down
manual searches for subjects of interest, it also
allows for more structured text-based dialogue
than other social media platforms. A finite
number of 11 disease-specific subreddits relevant
to skin cancer were empirically identified for
analysis. These include, ‘r/cancer’, ‘r/skincancer’,
‘r/cancersurvivors’, ‘r/cancerfamilysupport’,
‘r/cancercaregivers’, ‘r/melanoma’, ‘r/melahomies’,
‘r/melanomasupport’, ‘r/melanomaquestions’,
‘r/dermatology’, and ‘r/dermatologyquestions.’

4 Annotations

We retrieved around 1000 posts, which were manu-
ally annotated by four interdisciplinary annotators
from NLP, Linguistics, and the medical domain.
The posts were as long as 800 tokens. The an-
notation task was carried out using the NER text
annotator for SpaCy11. To avoid duplicates, which
can lead to model overfitting, we assigned each an-
notator a mutually exclusive subset for annotation.
This resulted in developing the final training set
with 9435 identified named entities from 24 label
categories (see Table 2).

9https://www.statista.com/
10https://subredditstats.com/r/cancer
11https://tecoholic.github.io/ner-annotator/

4.1 Annotation Guidelines

Before starting, the annotators were introduced to
the annotation rules, annotation software, and the
types of texts to be annotated. In addition to com-
prehensive guidelines, the annotators were advised
to follow generic rules (see Table 3 for examples):
(1) Consistency: Similar expressions must be an-
notated with the same label throughout the entire
document. 2) Precision: Annotate effectively by
selecting expressions that are highly related to the
label and avoiding overly general terms. (3) No
overlap: Avoid entity overlap unless stated oth-
erwise (nested entities are not permissible). (4)
Punctuation Exclusion: Avoid including punctua-
tion marks in the named entity provided they are
part of the expression. (5) Complete Coverage: En-
sure that all designated categories are included in
the narrative, where applicable. (6) Reddit Slang:
Reddit frequently accepts abbreviations such as
"33M" or "33/F", which represent a user’s age and
gender. These shorthand expressions must be iden-
tified as unique entities. (7) Medical Abbreviations:
Medical abbreviations like "WLE" for "Wide Local
Excision" should be annotated consistently and not
overlooked.

The annotation guidelines were periodically ad-
justed in response to issues encountered during
the annotation process. The concerns were inves-
tigated with the guidance of domain experts, and
rules were clarified with additional examples incor-
porated in the manual.

4.2 Inter-Annotator Agreement or IAA

The NER annotation is a sequence labeling task and
bares numerous challenges, such as, (1) Subjectiv-
ity: Despite well-defined guidelines, annotations
are susceptible to interpretation by the annotator
and sometimes require a judgement call, leading to

https://www.statista.com/
https://subredditstats.com/r/cancer
https://tecoholic.github.io/ner-annotator/
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Guideline Correct ✓ Incorrect ✗

Consistency "chemotherapy" → TRT (consistent across the
document).

"chemotherapy" → TRT in one place,
"chemotherapy" → MED elsewhere.

Precision "stage 2 melanoma" → "stage 2" → STG,
"melanoma" → CANC_T.

"Stage 4 melanoma" → CANC_T or STG
without separating them.

No Overlap "swollen lymph node" → SYM (without further
annotation).

"swollen lymph node" → SYM for "swollen
lymph node" and annotating "lymph node"
separately as POB (overlapping).

Punctuation
Exclusion

"33 years old," → annotate "33 years old" as AGE
(excluding the comma).

"33 years old." → annotating "33 years old,"
including the period as part of the entity.

Comprehensive
Coverage

"PET scan showed mets in the brain and lungs"
→ "PET scan" → INV, "mets" → INV, "brain"
→ POB, "lungs" → POB.

Missing annotations for "brain" and "lungs"
as POB.

Reddit Slang "I am 33M" or "I am 26/F" → "33M" → A/G,
and "26/F" → A/G

Annotating "33M" or "26/F" as AGE →
GENDER.

Abbreviations "WLE" → TRT or "BRAF/MEK" → MED Not tagging the abbreviation.

Table 3: General guidelines for LENS annotation. For abbreviations see Table 2

conflicts, (2) Uneven annotations: the annotators
frequently identify varying number of entities, (3)
Spanning: annotators might not agree on the same
spans for the same entity (see Table 4), (4) Unan-
notated tokens: Annotators may overlook tokens.

Due to the granularity of annotations, mis-
matches, and unannotated regions, the inter-
annotator agreement using conventional metrics
is quite challenging (Jiang et al., 2022; Dhrangad-
hariya et al., 2023). For instance, Cohen Kappa, a
standard IAA metric, has been frequently pointed
out by researchers as being inappropriate for as-
sessing agreement on NER annotations (Hripcsak
and Rothschild, 2005; Deleger et al., 2012; Karimi
et al., 2015; Brandsen et al., 2020). We adopted an
analogous approach to (Karimi et al., 2015) to com-
pute the IAA. The agreement, IAA(i, j), between
two annotators, i and j, is defined as the average
of absolute match (abs(Ai, Aj)) and fuzzy match
(fuz(Ai, Aj)) as follows:

IAA(i, j) =
abs(Ai, Aj) + fuz(Ai, Aj)

max(Ai, Aj)
(1)

Here, Ai represents the set of all annotations by
the annotator i, Aj represents the set of all annota-
tions by the annotator j, max(Ai, Aj) denotes the
maximum of Ai and Aj . abs(Ai, Aj) counts exact
matches, while fuz(Ai, Aj) counts fuzzy matches
or overlaps as specified in Table 5.

To evaluate the IAA, we employed a separate
sample of five skin cancer narratives consisting of
210 sentences and 3814 words. Each annotator was
requested to tag the narratives applying the same

(’27 years’, ’DUR’) (’for 27 years’, ’DUR’)
(’stage 4’, ’STG’) (’late stage 4’, ’STG’)
(’frequent headaches’, ’SYM’) (’headaches’, ’SYM’)

(’brain covering.’, ’POB’) (’brain’, ’POB’)
(’cauterize the wound’, ’TRT’) (’cauterize’, ’TRT’)
(’a few weeks ago’, ’DUR’) (’few weeks ago’, ’DUR’)
(’was cut out’, ’TRT’) (’cut out’, ’TRT’)
(’incredibly shocked’, ’EMO’) (’shocked’, ’EMO’)

Table 4: Example of fuzzy agreement where annotators
identify different spans for the same label.

annotation guidelines. The number of labels iden-
tified by annotators ranges between 260 and 340.
We observed that the annotators have an absolute
match of 48-69%, whereas the fuzzy match adds
another 6-14%. The IAA between annotators varies
from 0.58 to 0.78. Because of the large number of
labels and the size of the assessment set, this score
indicates moderate to good agreement among the
annotators.

5 Model Training

LENS was trained using the pre-trained SpaCY
model with built-in pipelines, ner and transformer
(bert-base-cased). Training was conducted on an
NVIDIA Tesla T4 with the Adam optimizer with
a learning rate of 0.0001 and L2 weight decay of
0.01. Further configurations include a dropout rate
of 0.01, dynamically adjusted batch sizes, and the
F1 score was computed every 200 steps. The as-
sessment metrics (see Table 6) illustrate an over-
all entity-level F1 score of 0.561, with notable
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Criteria Examples

Absolute Agreement
(Same span, same label) (start1 = start2) and (end1 = end2) and (label1 = label2) ("chemotherapy", TRT)

("chemotherapy", TRT)

Fuzzy Agreement
(Different spans, same label)

(start1 = start2) and (end1 ̸= end2) and (label1 = label2)
or

(start1 ̸= start2) and (end1 = end2) and (label = label2)

("pain", ADV_EFF)
("chronic pain", ADV_EFF)

Absolute Disagreement
(Same span, different labels) (start1 = start2) and (end1 = end2) and (label1 ̸= label2) ("chemotherapy", TRT)

("chemotherapy", MED)

Fuzzy Disagreement
(Different spans, different labels)

(start1 = start2) and (end1 ̸= end2) and (label1 ̸= label2)
or

(start1 ̸= start2) and (end1 = end2) and (label ̸= label2)

("tumor", SYM)
("tumor spread", INV)

or
("mole", SYM)
("removed the mole", TRT)

Table 5: Criteria for computing agreement on labels. Here, start, end, and label, denote the start index, end index,
and label of the identified named entity by respective annotators.

Label P R F1

CANC_T 0.708 0.790 0.747
STG 0.712 0.881 0.788
POB 0.721 0.707 0.714
TRT 0.650* 0.601* 0.625*
INV 0.525 0.473 0.497
SYM 0.487 0.361 0.415
A/G 0.833 0.625* 0.714
DUR 0.389 0.092 0.149
ORG 0.381 0.276 0.320
MED 0.649* 0.568 0.606*
AGE 0.705 0.596 0.646*
ADV_EFF 0.083 0.020 0.032
SIZE 0.273 0.188 0.222
RES 0.375 0.150 0.214
NUM 0.393 0.250 0.306
EMO 0.664* 0.580* 0.619*
MET 0.100 0.043 0.061
PPL 0.732 0.676 0.703
MHD 0.667* 0.400 0.500
GENDER 0.750 0.750 0.750
DIAG 0.375 0.158 0.222
EGY 0.250 0.250 0.250
GPE 0.286 0.333 0.308
EXP 0.000 0.000 0.000

Overall 0.618 0.514 0.561

Table 6: LENS model performance with precision (P),
recall (R), and F1 Score (F1). Here, bold represents
scores ≥ 0.70, * represents scores ≥ 0.60 and ≤ 0.69.

performance for entities such as "CANC_T" (F1:
0.747), "STG" (F1: 0.788), "POB" (F1: 0.714),
"GENDER" (F1: 0.750), "A/G" (F1: 0.714), and
"PPL" (F1: 0.703). Other entities with significant
results include "TRT" (F1: 0.625), "MED" (F1:
0.606), "AGE" (F1: 0.646), "EMO" (F1: 0.619),
and "MHD" (F1: 0.5).

6 SNOMED-CT and MedCAT Mappings

To facilitate interoperability, standardization, and
clinical relevance with clinical records and
databases, LENS entities are mapped to stan-
dardized systematised nomenclatures of medicine,
SNOMED-CT (Spackman et al., 1997; Stearns
et al., 2001; Cornet and de Keizer, 2008; Lee et al.,
2014) and MedCAT (Fodeh et al., 2013; Kralje-
vic et al., 2021). This bridges the gap between
patient-reported experiences and structured clinical
information. The mappings were manually curated
by identifying the most appropriate medical or con-
ceptual label in each ontology, corresponding to
the description and definition of LENS tags (see
Table 7). The mappings12 were cross-checked by a
domain specialist to ensure that both mappings ac-
curately represented the corresponding LENS tag.
One drawback was that there were no comparable
formal codes for metaphors and expressions.

7 Limitations

Several limitations impacted the efficacy of LENS:
(1) Limited Data: While LENS performs well
for some entities, tags like ADV_EFF, MET, and
EXP exhibit low F1, highlighting the need for more

12Mappings lens2snomedct.json and lens2medcat.json avail-
able at https://github.com/4dpicture/LENS

https://github.com/4dpicture/LENS
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Terms LENS SNOMED-CT MedCAT

28/F A/G [Age, Gender finding] [Temporal Concept, Organism Attribute]
stage 4 STG Tumor staging Clinical Attribute
melanoma CANC_T Malignant neoplastic disease Disease or Syndrome
neck POB Body part [Body Part, Organ, or Organ Component,

Body Location]
swollen lymph node SYM Sign Sign or Symptom
spread INV Investigations [Diagnostic Procedure, Finding, Laboratory

or Test Result]
frustrated EMO Emotions Mental Process

Table 7: Examples of LENS tags mapped to SNOMED-CT and MedCAT.

training samples. However, medical annotation is
costly and labor-intensive, and focusing on a single
subcategory like skin cancer, further narrows the
data pool due to limited forums. (2) Variability in
Expression: Patients describe similar experiences
in varied ways, making entity identification diffi-
cult. For example, "depressed" for an individual
could mean clinical depression, while for another,
it may simply mean a temporary low mood, leading
to inconsistent tagging. (3) Defining Annotation
Guidelines: Patients may express anything from
diagnosis to remission using a multitude of expres-
sions. This makes it challenging to decide what
should or should not be included in the annotation
guidelines, where it fits, and how to correctly label
it. The process is tedious and seems never-ending,
as new expressions are ever evolving, complicating
the annotation process. (4) Overlapping Entity
Boundaries: Entity boundaries can be ambiguous,
making it difficult to determine the span and label,
resulting in inconsistent annotations that confuse
the model and degrade performance.

8 Conclusion

In this work, we introduce LENS, an open-source
library for learning entities from narratives of skin
cancer. LENS is an easy-to-use, production-ready
model trained on spontaneous clinical narratives
assembled from Reddit forums related to skin can-
cer. This research aims to assist healthcare pro-
fessionals and oncology researchers, in the fast
retrieval of information. In addition to medical
concepts, LENS identifies demographic and psy-
chosocial entities, often overlooked by traditional
biomedical NER systems, narrowing down a criti-
cal gap in medical research and patient care. This
work provides opportunities for research and col-
laboration, including (1) developing NER models
to automatically extract clinical information from

non-technical unstructured language, (2) enhanc-
ing patient-care by learning about psychosocial
behaviour and mental health conditions cancer pa-
tients, (3) studying the impact of the disease in dif-
ferent age groups and genders using demographic
labels, (4) mapping informal vocabulary to formal
medical concepts such as SNOMED-CT and Med-
CAT, (5) using rigorous annotation guidelines for
developing corpora and systems for similar dis-
eases, (6) addressing challenges when dealing with
personal narratives on social-media platforms, such
as slang and medical abbreviations.

9 Ethics Statement

The large-scale analysis of personal narratives on
open or closed online forums, particularly related
to sensitive topics such as cancer, requires ethi-
cal approval, and we have been granted approval
for secondary data analysis of previously analysed
datasets. The research presented in this paper is
part of a larger multilingual multinational research
project, and each partner will apply it in their orga-
nization or country to replicate our analysis. The
overall aim of the research is to improve the can-
cer patient journey and ensure personal preferences
are understood and respected during treatment dis-
cussions with medical professionals, thereby sup-
porting treatment and care choices at each stage of
disease or treatment.
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