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Abstract

There are strong constraints on the structure
of a possible lexicon. For example, the nega-
tive correlation between word frequency and
length known as Zipf’s law of abbreviation, and
a negative correlation between word length and
phonotactic complexity appear to hold across
languages. While lexical trade-offs like these
have been examined individually, it is unclear
how they interact as a system. In this paper,
we propose causal discovery as a method for
identifying lexical biases and their interactions
in a set of variables. We represent the lexicon
as a causal model, and apply the Fast Causal
Discovery algorithm (Spirtes et al., 1995) to
identify both causal relationships between mea-
sured variables and the existence of possible
unmeasured confounding variables. We apply
this method to lexical data including measures
of word length, frequency, phonotactic com-
plexity, and morphological irregularity for 25
languages and find evidence of universal as-
sociations involving word length with a high
likelihood of involving an unmeasured con-
founder, suggesting that additional variables
need to be measured to determine how they
are related. We also find evidence of variation
across languages in relationships between the
remaining variables, and suggest that given a
larger dataset, causal discovery algorithms can
be a useful tool in assessing the universality of
lexical biases.!

1 Introduction

Although lexicons vary significantly across lan-
guages, they exhibit striking regularity. For ex-
ample, it is well documented that the most frequent
words in a language tend to be the shortest (Zipf’s
law of abbreviation;> Zipf, 1935; Piantadosi, 2014),
and that frequent words tend to be phonotactically

'Code is available at https://osf.io/g8b35.

2Not the Zipf’s law from Zipf (1949), which states that
a word’s frequency is inversely proportional to its frequency
rank.
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simple (Mahowald et al., 2018). Some of these
trade-offs appear to be linguistic universals while
others, such as the relationship between frequency
and morphological irregularity, are more debated
and appear to display more variation across lan-
guages (Fratini et al., 2014; Yang, 2016; Wu et al.,
2019; Doucette et al., 2024). Each of these trade-
offs imposes limitations on the set of possible nat-
ural language lexicons. Although it is possible to
construct a lexicon where, for example, the most
frequent words are the longest, no human language
follows this pattern.

Many of these trade-offs have been attributed
to universal cognitive pressures. For example, a
pressure for efficient communication may explain
why frequent words tend to be short and phonotac-
tically simple (Zipf, 1935; Mahowald et al., 2018;
Piantadosi et al., 2011; Graff, 2012; Gibson et al.,
2019; Levshina, 2022). Hay and Baayen (2003)
attribute a tendency for frequent words to be mor-
phologically irregular to a constraint on processing
— it is more efficient to access these frequent irreg-
ulars as whole words, rather than parse them into
component morphemes. However, a pressure for
efficient communication could also imply the op-
posite pattern: It is more memory-efficient to store
component morphemes in the lexicon, so irregulars
should be infrequent. Another trade-off, a negative
correlation between word length and phonotactic
complexity demonstrated by Pimentel et al. (2020),
has been attributed to a pressure towards uniform
information density: A consistent rate of informa-
tion requires shorter words to be more complex
(Pellegrino et al., 2011; Coupé et al., 2019; Meis-
ter et al., 2021). However, Doucette et al. (2024)
showed that this correlation becomes positive when
only morphologically complex words are exam-
ined. Such complex and potentially contradictory
results suggest a network of interacting pressures
influencing the shape of a lexicon. A cognitive
pressure that neatly explains one trade-off may be
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contradicted by another. Because we are examining
interactions among sets of variables, we will refer
to the limitations on possible lexicons imposed by
these trade-offs as lexical biases, independent of
the cognitive constraints that may cause them. In
order to study the cognitive constraints shaping the
lexicon, we cannot only consider data representing
a single trade-off in the lexicon. Instead, we need
an understanding of what lexical biases exist, how
they interact with each other, and whether and how
they vary across the world’s languages.

In this paper, we propose a method for identi-
fying lexical biases and their interactions: causal
discovery. Much of the previously described work
on lexical biases implicitly suggests a causal rela-
tionship — that there is some process where words
that become more frequent are shortened over time,
for example. It is also possible that this type of di-
rect causal process does not exist, and instead word
length and frequency share some common cause
— a confounder. The structural causal modeling
framework introduced by Pearl (1995) is useful in
assessing these types of causal structures. A causal
model includes a set of random variables and the
causal relationships between them, represented by
a graph. We can represent the situation where a
change in word length (WL) causes a change in
frequency (FR) as W L — F'R, and the situation
where both share an unknown common cause (U)
as WL «— U — FR. These graphs represent
data generating processes. In the first graph, a
word length is sampled, then its frequency is de-
termined based on that value. In the second graph,
we sample a value of U, which determines the val-
ues of WL and F'R. Causal discovery allows us
to identify causal graphs consistent with a sample
of observational data. Identifying a causal model
of the lexicon through causal discovery allows us
to examine the networks of lexical biases across
languages and ultimately identify the cognitive con-
straints that underlie them.

Although many questions about language in-
volve causality, causal analyses have only been
applied to linguistic data in a few cases. For ex-
ample, in identifying the causes of lenition (Priva,
2017; Priva and Gleason, 2020), examining causal-
ity in child language acquisition (Irvin et al., 2016;
Spokoyny et al., 2016), in language change (del
Prado Martin, 2014; Moscoso del Prado Martin
and Brendel, 2016; Dellert, 2019, 2024), and in
examining cross-linguistic trade-offs between case
marking and word order (Levshina, 2021). Causal
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models have not yet been used to investigate lexical
biases, which we do using causal discovery.

We apply this method to data described in
Doucette et al. (2024): measures of word length,
frequency, phonotactic complexity, and morpholog-
ical irregularity in 25 languages. Through causal
discovery, we are able to identify the well-known
associations between word length and frequency,
and word length and phonotactic complexity, as
well as the association between word length and
morphological irregularity identified by Doucette
et al. (2024). However, we are also able to iden-
tify possible unmeasured confounding variables in
each of these relationships, suggesting that the di-
rect causal relationship implied by previous studies
may not exist. Furthermore, we find evidence of
variation in relationships between the remaining
pairs of variables: an association only exists in ap-
proximately half of the languages in the sample,
and where it does exist there is the possibility of
confounding. These results demonstrate that in
order to determine the causal structure of lexical bi-
ases, a larger set of variables need to be considered.
Causal discovery allows us to both identify relation-
ships between aspects of the lexicon and determine
where more data is needed to make conclusions
about causal structure.

2 Data

In this paper, we examine data from Doucette
et al. (2024), which was used to study compensa-
tion relationships between word length, frequency,
morphological irregularity, and phonotactic com-
plexity. It contains 25 languages selected from
UniMorph, a database of morphologically anno-
tated corpora (Batsuren et al., 2022), with between
334 and 96,196 word forms per language (median
8,061), converted to IPA transcriptions using Epi-
tran (Mortensen et al., 2018). We note that this
data does not represent a random sample from each
lexicon: UniMorph largely consists of words with
multiple morphemes, with few monomorphemic
words. We return to this point in the discussion.
In this data, word length is measured in num-
ber of phones, and frequency is calculated from
Wikipedia as log count per million. The phono-
tactic complexity measure, defined by Pimentel
et al. (2020), comes from a neural network model
trained to estimate the probability of a word w
given the rest of the language £. Phonotactic
complexity is a measure of bits per phoneme:



Edge type | Interpretation

X—Y X causes Y, Y does not cause X

Xo—=Y either X causes Y, or an unobserved
confounder causes both X and Y,
but not both

X<+—Y an unobserved confounder causes
both X and Y

XooY One of the following holds:
1. X causes Y; 2. Y causes X;
3. an unobserved confounder causes
X and Y; 4. both 1 and 3 hold;
5. both 2 and 3 hold

X---Y no association between X and Y

Table 1: Partial Ancestral Graph (PAG) edge types and
their interpretations.

logp(w | £)/|w|. The morphological irregular-
ity measure, from Wu et al. (2019), is a neural
estimate of the predictability of the surface form
of an inflected word from its lemma. A neural net-
work is trained to predict an inflected form from a
lemma £, a set of morphological features o, and the
rest of the language with the target lemma removed
L _y, and the morphological irregularity measure is

log (p(w [ £,0,L_¢)/ [1 = p(w | £,0,L_p))).
3 Causal Graphs and Causal Discovery

In Pearl’s (1995) structural causal modeling frame-
work, a causal model is represented by a directed
acyclic graph (DAG), G = (V, E), a tuple with a
finite set of vertices V representing random vari-
ables, and a finite set of edges E C V x V rep-
resenting causal relationships. Anedge X — Y
implies that X directly causes Y. The value of
any variable in a causal graph is completely de-
termined by a function of its parents. In a DAG
X =Y « Z,Y is caused by X and Z, and
Y = f(X, Z). There is a large literature on causal
modeling, which we only partially and briefly sum-
marize here. For more background, see Pearl et al.
(2016) or Hernan and Robins (2024).

Causal discovery algorithms aim to recover the
true graph G from a sample dataset. To do this, sev-
eral assumptions about the relationship between a
graph (G and the joint probability distribution over
its random variables P(V) are needed. The graph
G must satisfy the Causal Markov Condition: every
variable is conditionally independent of its nonde-
scendents given its parents. The probability distri-
bution associated with G must decompose recur-
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sively as P(V) = [[xev P(X | Pa(X)), where
Pa(X) is the parents of X in G. We also need
to assume faithfulness: that all independence rela-
tionships among the variables V are represented in
G. In other words, the conditional independence
relationships in the data are closely tied to the struc-
ture of the DAG (. Causal discovery algorithms
identify conditional independencies in data, then
construct a graph consistent with them.

There are many causal discovery algorithms,
each with different assumptions (see Zanga et al.
(2022) or Malinsky and Danks (2018) for a sum-
mary). Many assume causal sufficiency: that any
cause of a variable in V is also contained in V. If
there are any unmeasured common causes in the
data, an algorithm assuming causal sufficiency will
not output a correct causal graph. For example,
if we are trying to discover a true DAG X — U
+— Y, but do not have measurements of U, an
algorithm assuming causal sufficiency will fail to
recover the correct DAG. The unmeasured variable
U is a confounder that can induce a spurious cor-
relation between X and Y even though there is no
causal relationship between X and Y.

It is likely that most lexical data is not causally
sufficient: there are likely to be additional causes
outside of the set of variables included in the data.
Therefore, we use an algorithm that does not as-
sume sufficiency: the Fast Causal Inference (FCI)
algorithm (Spirtes et al., 1993, 1995), which takes
a set of observations of random variables as in-
put and ouputs a Partial Ancestral Graph (PAG), a
causal graph with additional edge types in order to
represent unmeasured confounders and uncertainty.
In a PAG, directed edges — and <— have the same
meaning as in a DAG: they represent a direct causal
relationship. A PAG represents the presence of
an unmeasured confounder with a bidirected edge,
+— . For example, an edge X «+— Y means there is
some unmeasured variable that causes both X and
Y, and that there is no direct causal relationship
between X and Y. PAGs also add circle endmarks
to edges, representing uncertainty. For example, X
oo Y corresponds to one of several possibilities:
X causes Y, Y causes X, there is an unmeasured
common cause of both X and Y, or there is both
an unmeasured common cause and a direct causal
relationship (i.e. X — Y and X +— Y). The
interpretation of all possible edges in a PAG are
listed in Table 1.

The FCI algorithm starts with a complete undi-
rected graph, where all random variables are con-



nected by undirected edges. Next, a series of condi-
tional independence tests are conducted. An undi-
rected edge A — B is removed if A and B are
conditionally independent given some set of vari-
ables C. The resulting graph after no more edges
can be removed is called a skeleton. The unori-
eted edges in a graph skeleton do not have a causal
interpretation, but can be useful for examining sta-
tistical associations between the random variables.
In the next step of the FCI algorithm, all edges in
the skeleton begin as unoriented o-o edges. Edges
are then oriented following a series of rules based
on graph structure.

We use an implementation of the FCI algorithm
and an implementation of the Fisher’s Z condi-
tional independence test from the R package pcalg
(Kalisch et al., 2012). This conditional indepen-
dence test assumes a Gaussian distribution, and
requires a significance level. This assumption may
not be reasonable, and we will return to it in the
discussion. For each language in the dataset, we
used a bootstrapping procedure to resample the
data 1000 times. The FCI algorithm was run on
each sample with a significance level of 0.01, and
the proportion of edge types discovered for each
pair of variables was recorded.

4 Results

For each language, the most frequently occurring
edge type for each pair of variables in the boot-
strap samples was selected to create a "most-likely
graph" for that language. These are shown in Fig-
ure 1, where we can see that there is significant vari-
ation in the most-likely graphs discovered for each
language — there are 18 unique graphs identified
across 25 languages. At most three languages share
the same graph. One of these groups, containing
Chewa and Zulu, can be explained by typological
relatedness, but the others have no clear explana-
tion. The variation in these most-likely graphs may
suggest that there is no universal set of lexical bi-
ases shared across languages. We return to this
point in the discussion.

We also see that the graphs for many languages
contain edges with circle marks (+—o , 0—, 0-0),
which suggests that there is not enough informa-
tion in the dataset to fully determine causal rela-
tionships. It is likely that there are unmeasured
confounding variables. If we instead examine the
graph skeletons discovered by FCI, we can examine
associations between variables. In these undirected
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graphs, the presence of an edge implies an associ-
ation between variables — a correlation that is not
necessarily causal. In Figure 1, groups of languages
sharing the same skeleton are outlined. When con-
sidering the graph skeletons, we see larger groups
of languages emerge, suggesting less variation in
lexical biases across languages. It is unclear why
certain languages share the same skeleton structure.
Many of the groups in Figure 1 are not typologi-
cally related, such as Polish, Dutch, Czech, French,
and Ukrainian. A larger set of languages is needed
to determine if there is any typological explanation
behind these groupings.

To further examine these individual language
graphs, we created a cross-linguistic most-likely
graph by selecting the most frequently occurring
edge type for each pair of variables from the graphs
in Figure 1. This is shown in Figure 2. A most-
likely skeleton, shown in Figure 3 was created by
following the same procedure with the graph skele-
tons. To examine the distribution of edge types
in the bootstrap sampling procedure, we plotted
histograms for each pair of variables showing the
proportion of bootstrap samples where types of
edges were found across all languages. A right-
skewed histogram implies that an edge was dis-
covered in most languages, while a left-skewed
histogram implies that no edge was discovered in
most languages. Figure 4A shows the proportion
of samples where an edge of any type was discov-
ered (— , +—,<+—,0—,«0,00), Figure 4B
shows the proportion where a directed edge was
discovered (— or «— ), and Figure 4C shows the
proportion of edges discovered with confounding
variables («+— ) or with potential confounding vari-
ables (00 , <0, or o— ).

4.1 Word Length and Frequency

Due to Zipf’s law of abbreviation (Zipf, 1935),
where word length and frequency are negatively
correlated, we expect to find an association be-
tween word length and frequency. This is what we
find: in Figure 3, we see that the most likely skele-
tons for all languages have an edge between these
variables. In Figure 4, we also see that an edge
was discovered in nearly all bootstrap samples for
nearly all languages. However, directed edges (—
or +— ) were not found in nearly all samples, as
shown in Figure 4. Instead, as can be seen in Figure
4, nearly all bootstrap samples indicate the possible
presence of an unmeasured confounding variable.
In Figure 2, a o-o edge is most likely between word



PC

WL <o FR

Chewa, Zulu Ukrainian
C MI «<—o PC
WL «— FR
Turkish Polish
MI ------ PC| |MI------ PC  MI------ PC  MI------ PC| |MIo——o PC
WL o—— FR WL o——o0 FR WL o—— FR WL o——o0 FR WL o——o0 FR
Uzbek Albanian, Catalan, Portuguese, Hungarian Spanish Russian
English
MI o—o PC MI o—o PC MI o—o PC
WL «<——©0 FR WL o———o FR WL o——o0 FR
German Ambharic Italian, Romanian,
Serbo-Croatian

Figure 1: Most likely PAGs for individual languages. Languages with the same undirected graph outlined in black.
MI: morphological irregularity; PC: phonotactic complexity; WL: word length; FR: frequency.

length and frequency, implying an association with
unknown causal direction and possible confound-
ing. This suggests that we are not able to infer the
causality of this relationship from the variables in
this dataset.

This is consistent with previous work where
it has been argued that average surprisal, or pre-
dictability in context, correlates more strongly with
word length than frequency does (Piantadosi et al.,
2011), although other analyses have failed to re-
produce this finding (Meylan and Griffiths, 2021;
Pimentel et al., 2023). This dataset does not include
a measure of average surprisal, but it is possible
that surprisal is the unmeasured confounding vari-
able, and causal discovery could help determine
the relationship between frequency, word length,
and surprisal given a dataset with measurements of
average surprisal. Because word length correlates
with surprisal, surprisal may also be a confounder
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in its relationships with morphological irregularity
and phonotactic complexity. In order to make con-
clusions about causal relationships involving word
length and frequency, more variables need to be
measured than those included here.

4.2 Word Length and Phonotactic Complexity

In Figure 3, we also see that an edge was discovered
between word length and phonotactic complexity
in all languages, as predicted by Pimentel et al.’s
(2020) finding that these variables are negatively
correlated. The most frequently occurring edge
type between word length and phonotactic com-
plexity is o—o , implying that either word length
is constrained by phonotactic complexity (PC —
WL), phonotactic complexity is constrained by
word length (PC «+— WL) or there is an unmea-
sured confounding variable (PC «+— WL). However,
despite being the most frequent edge type between



Figure 2: Most likely PAG across all languages, with
proportion of languages where edge type occurred. MI:
morphological irregularity; PC: phonotactic complexity;
WL: word length; FR: frequency.

these variables, it occurs in less than half of lan-
guages, suggesting variation in the causal structure
of this relationship. This can be seen in Figure
1, where there is little consistency in the type of
edge between word length and phonotactic com-
plexity. Figure 4 shows that a directed edge was
found in very few samples, and that a possible con-
founder was identified in nearly all samples. Again,
this shows that while an association between word
length and phonotactic complexity may be univer-
sal, we do not have enough data to determine their
causal relationship.

4.3 Word Length and Morphological
Irregularity

Figure 3 and Figure 4 show that an edge was also
discovered between word length and morphologi-
cal irregularity in most languages, consistent with
Doucette et al.’s (2024) finding of a negative cor-
relation. Again, directed edges were discovered in
very few samples and a possible confounder was
discovered in most samples, as shown in Figure
4. In Figure 2, the most common edge type be-
tween word length and morphological irregularity
is o, discovered in 12 of 25 languages. Like the
relationship between word length and phonotactic
complexity, an association between these variables
is near-universal, but it is likely confounded by a
variable outside of this dataset.

4.4 Frequency and Phonotactic Complexity

The remaining three pairs of variables display less
consistency in whether or not an edge is present.
For frequency and phonotactic complexity, the
most likely scenario is that an edge does exist,
shown in Figure 3. However, the most likely PAG
shows no edge between these variables. Although
the presence of an edge between these variables is
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L0

Figure 3: Most likely undirected graph skeleton across
all languages, with proportion of languages where edge
type occurred. MI: morphological irregularity; PC:
phonotactic complexity; WL: word length; FR: fre-
quency.

slightly more likely than not, the type of edge varies
across languages, as shown in Figure 1. Mahowald
et al. (2018) found that a negative correlation be-
tween phonotactic complexity and frequency was
robust after controlling for the effect of word length
as a confounding factor. The FCI algorithm is able
to identify confounding relationships, but this rela-
tionship does not appear as robustly as previously
found, even in Doucette et al.’s (2024) analysis of
the same data. This suggests that it may not be cor-
rect to conclude that there is an association between
frequency and phonotactic complexity while only
considering word length as a confounder. Once
another factor like morphological irregularity is
included, the relationship becomes less clear.

4.5 Frequency and Morphological
Irregularity

While Wu et al. (2019) found a positive correlation
between morphological irregularity and frequency,
we found no association in about half of the 25 lan-
guages, as shown in both the most-likely skeleton
in Figure 3. and the most-likely PAG in Figure 2.
In Figure 4, we can see that for some languages,
this edge occurred in almost no bootstrap samples,
while for other languages, it occurred in nearly all
samples. Very few languages fall in the center of
the histogram, with the edge being discovered in
some samples, but not others. This U-shaped his-
togram suggests that the existence of an association
between morphological irregularity and frequency
may be a point of variation across languages — some
definitively have an association, while others do
not.

The histogram for possible confounders in Fig-
ure 4 is similarly U-shaped. This suggests if an
edge between frequency and morphological irreg-



FR~MI PC~FR PC~MI

Any edge

WL~FR WL~MI WL~PC

Directed edge

Possible confounder

0 —--

024681
roportion of bootstrap samples

o-|m

024681

Figure 4: Histograms of proportion of bootstrap samples including edge types for each pair of variables. A: —
+—,+—>,00,0>,0r<0;B:—or<—;C:«—,00,0—,or «<o. MI: morphological irregularity; PC:
phonotactic complexity; WL: word length; FR: frequency.

ularity exists for a language, it is likely to have a
possible confounding variable. Like previously dis-
cussed pairs of variables, directed edges are rarely
identified between frequency and morphological
irregularity.

4.6 Morphological Irregularity and
Phonotactic Complexity

We see a similar pattern in the histograms in Figure
4 for phonotactic complexity and morphological ir-
regularity: Directed edges almost never occur, and
the edge existence and possible confounder his-
tograms are U-shaped, suggesting that languages
vary in whether or not there is an associatino be-
tween these variables. This is consistent with previ-
ous findings that a relationship between morpholog-
ical irregularity and phonotactic complexity may
exist in some languages (Hay and Baayen, 2003;
Burzio, 2002; Hay, 2003), but not others (Doucette
etal., 2024).
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5 Discussion

Although previous work on biases in the lexicon
have implied that certain lexical trade-offs are
cross-linguistic universals, our findings suggest that
evidence of these universals may not be as strong
as previously thought. For example, Zipf’s law of
abbreviation has been studied extensively, showing
that a relationship between word length and fre-
quency holds cross-linguistically. Previous work
has shown a strong negative correlation across lan-
guages (Piantadosi, 2014), which indeed does hold
in all 25 languages in our data. However, it is un-
clear if there is a direct causal relationship between
frequency and word length. The FCI algorithm al-
lows us to identify possible unmeasured confound-
ing variables in a causal model. In our analysis,
possible confounding in the relationship between
word length and frequency is identified in nearly
all languages. If only word length and frequency
are considered, the causal model underlying Zipf’s
law cannot be identified. It is possible that surprisal
is the confounding variable in this relationship, as



suggested by Piantadosi et al. (2011), or it could
be something else. Structural causal modeling and
causal discovery provide a framework for testing
this, which we leave to future work.

We also identified possible confounding in the
relationships between word length and phonotac-
tic complexity and word length and morphological
irregularity. This potential confounding occurred
consistently across languages, as it did in the rela-
tionship between word length and frequency. This
suggests that there may be universal lexical biases
involving either word length or some other cause
of word length. Again, this could be surprisal. The
confounding variable could also differ across lan-
guages, but the existence of an association between
word length and these variables appears to be uni-
versal.

While relationships involving word length oc-
cur consistently across languages, we find strong
evidence of variation in the other relationships ex-
amined. In approximately half of the languages
in our sample, there is no association between fre-
quency and morphological irregularity, frequency
and phonotactic complexity, and morphological
irregularity and phonotactic complexity. In the lan-
guages where associations do exist, there is a proba-
ble unmeasured confounder. This suggests that lexi-
cons may vary in whether or not these relationships
are constrained, and that a set of universal lexical
biases may not exist. Previous work has claimed
that these relationships are universal, but consider-
ing a larger set of variables with causal discovery
shows that this may not be true. If the properties
of a lexicon are the result of some universal cog-
nitive pressure (towards efficient communication,
for example), only minor variation would be ex-
pected, rather than qualitative variation in whether
or not a trade-off exists. This suggests that strong
claims about universality and causal structure in
the lexicon may need to be reconsidered.

We also note that the notion of causality in the
lexicon implies diachronic language change, while
our data represents observations of lexicons at a
single point in time. Although in the ideal case we
would examine changes in lexicons across time to
determine causality, a causal model of a synchronic
lexicon still has a useful interpretation. Pearl (2019)
argues that a causal model can be interpreted as
constraints on a mathematical system. The lexi-
cal biases we examine are exactly that: although
they are likely caused by some underlying cogni-
tive constraint, they impose constraints on possible
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lexicons.

However, our results are not without limitations.
We examine a larger number of variables than many
previous studies of lexical trade-offs, but the four
variables we investigate are still not causally suf-
ficient. Several possible unmeasured confounders
are identified, leading to a causal graph that is
not fully specified. Although we are able to iden-
tify patterns in causal structure across languages,
we are not able to make any strong claims about
direct causal relationships — there is simply not
enough data. Our analysis is also limited by the
dataset, which mainly includes morphologically
complex words. It is possible that morphologically
simple words may follow a different pattern. Ad-
ditional data is needed to assess this possibility,
which we plan on investigating in future work. We
also note that the independence test used by the
FCI algorithm in our analyses assumes that data is
normally distributed. While this may be a reason-
able assumption, further work is needed to assess
how non-normality impacts the output of FCI. The
data for word length, frequency, and phonotactic
complexity have roughly normal distributions, but
in many languages the morphological irregularity
measure has a bimodal distribution. Nonparametric
conditional independence testing is an active area
of research (Li and Fan, 2020; Kim et al., 2022;
Bianchi et al., 2023), and there may be tests with
assumptions that better fit lexical data. There are
also many different causal discovery algorithms,
each with different assumptions about the data, and
it should be explored how different algorithms can
affect results. We leave investigating these possi-
bilities to future work.

6 Conclusion

In this paper, we have shown that causal discovery
methods can help identify relationships between
statistical properties of the lexicon, providing more
information about these relationships than corre-
lations or regression models of pairs or small sets
of variables. Given a dataset with more variables
measured, and more languages, causal discovery
may make it possible to determine exactly how
the lexicon of a language is constrained, and how
these biases vary across languages. In future work,
we plan on applying causal discovery to a larger
dataset with more languages and more variables
with the goal of identifying a more specified causal
model.
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