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Introduction

Welcome to the 14th edition of the Workshop on Cognitive Modeling and Computational Linguistics
(CMCL 2025)!

CMCL continues to be one of the leading workshops at the intersection of Cognitive Modeling, Compu-
tational (Psycho-)Linguistics, and Natural Language Processing. Building on the success of the CMCL
2024 edition, we are delighted to gather once again this year to explore the latest advancements in this
vibrant interdisciplinary field.

This year, we received 47 submissions in total, including 35 regular archival submissions and 12 non-
archival submissions. We accepted 22 archival papers, resulting in an acceptance rate of 22/35=62.9%,
which remains consistent with the previous year (63.9%). We also accepted 9 non-archival papers, out
of 12 non-archival submissions. The program covers a wide array of topics, encompassing main to-
pics such as real-time sentence processing, alongside advanced themes like language disorders, neuro-
scientific comparison of humans and language models, and the integration of speech data/models. This
diversity reflects the growing engagement in our field and the increasing importance of understanding
human/language through computational methods.

We appreciate the Program Committee members for their timely and constructive reviews, which we-
re instrumental in shaping the program. We also extend our gratitude to our invited speakers, Dr. John
Hale and Dr. Tessa Verhoef, for enriching this year’s program with their expertise and inspiring talks.
Given that the number of proposals for ACL workshops has increased in recent years, it is also important
to express our gratitude to the ACL workshop chairs for selecting CMCL as one of workshops in NLP
top-conferences.

Lastly, we are immensely grateful to our sponsor, National Institute for Japanese Language and Lin-
guistics (NINJAL). Their generous support enables us to host the participation of our invited speakers in
this year’s CMCL.

Thank you for joining CMCL 2025. We look forward to an engaging and stimulating exchange of ideas!

The CMCL 2025 Organizing Committee
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