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Abstract

Social media data is recognized for its useful-
ness in the early detection of mental disorders;
however, there is a lack of research focused
on modeling individuals’ longitudinal mental
health dynamics. Moreover, fine-tuning large
language models (LLMs) on large-scale, an-
notated datasets presents challenges due to pri-
vacy concerns and the difficulties on data collec-
tion and annotation. In this paper, we propose
a novel approach for modeling mental health
dynamics using hybrid LLMs, where we first
apply both classification-based and generation-
based models to identify adaptive and maladap-
tive evidence from individual posts. This evi-
dence is then used to predict well-being scores
and generate post-level and timeline-level sum-
maries. Experimental results on the CLPsych
2025 shared task demonstrate the effectiveness
of our method, with the generative-based model
showing a marked advantage in evidence iden-
tification.

1 Introduction

Mental disorders have emerged as a critical global
challenge, being recognized as one of the leading
contributors to illness and disability (Hua et al.,
2024; Na et al., 2025). The World Health Organi-
zation1 (WHO) reports that over 25% individuals
will experience mental or neurological disorders in
their lifetime. This phenomenon has been further
exacerbated by COVID-19, leading to significant
increases in anxiety and depression (Penninx et al.,
2022), underscoring the urgent need for enhanced
monitoring systems to facilitate early intervention.

Despite this phenomenon, mental health services
remain undertreated and under-resourced, partic-
ularly in low- and middle-income countries. So-
cial media platforms, such as X2 and Reddit3, of-

*Equal contribution.
1https://www.who.int/
2https://x.com/
3https://www.reddit.com/

fer significant potential for the early detection of
mental disorders, as users regularly express their
thoughts, emotions, and behaviors on these plat-
forms. By leveraging machine learning algorithms,
especially those utilizing large language models
(LLMs), to analyze this data, it becomes possi-
ble to identify patterns indicative of disorders like
depression or anxiety, facilitating earlier interven-
tions (Shing et al., 2018; Tsakalidis et al., 2022a,b;
Chim et al., 2024; Wang et al., 2024a,b; Qian et al.,
2024). However, these methods are often limited to
individual posts, with the longitudinal modeling of
individuals’ mental health dynamics largely over-
looked in prior research. Moreover, due to privacy
concerns and the challenges associated with collect-
ing and annotating mental health data, fine-tuning
LLMs on large-scale, curated annotated datasets re-
mains challenging. As a result, prompt engineering
are emerged as a promising and valuable line for
mental health-related research (Peng et al., 2023;
Na et al., 2024; Ma et al., 2025).

In this paper, we introduce a novel approach to
modeling mental health dynamics from social me-
dia using hybrid LLMs, where the tasks explored
include Adaptive/Maladaptive Evidence Identifica-
tion, Overall Well-being Rating, and Post-level and
Timeline-level Summaries. Specifically, in accor-
dance to the prompts organized in Figure 3, we first
leverage both classification-based and generation-
based models with LLMs to identify adaptive and
maladaptive evidence from individual posts (Fig-
ure 1). This evidence is then integrated to predict
users’ well-being scores and generate post-level
and timeline-level summaries (Figure 2). The ev-
idence identification and well-being rating tasks
are performed using fine-tuned LLMs based on
Qwen2.5-7B (Yang et al., 2025), while the sum-
maries are generated using Qwen2.5-32B through
in-context learning (ICL, Brown et al., 2020). In-
context examples are selected from the training
set based on the highest post similarity with the
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Post:

Lorem ipsum dolor sit amet,

consectetur adipiscing elit,
sed do eiusmod tempor

incididunt ut labore et dolore

magna aliqua. Ut enim ad

minim veniam, quis nostrud

exercitation ullamco laboris
nisi ut aliquip ex ea commodo

consequat. Duis aute irure

dolor in reprehenderit in

voluptate velit esse cillum

dolore eu fugiat nulla pariatur.

Tokenized Sentences:

S1: Lorem ipsum [...] magna aliqua

S2: Ut enim ad minim veniam

S3: quis nostrud  [...] consequat

S4: Duis aute irure [...] nulla pariatur

Predictions:

S1: Adaptive

S2: Adaptive

S3: Maladaptive

S4: None

LLM

Adaptive Evidence:

Lorem ipsum dolor sit amet, consectetur adipiscing elit, sed
do eiusmod tempor incididunt ut labore et dolore magna

aliqua

Ut enim ad minim veniam

Maladaptive Evidence:

quis nostrud exercitation [...] commodo consequatLLM

LLM

Task A.1: Adaptive/Maladaptive Evidence Identification

Figure 1: Framework for Task A.1 using classification-based and generation-based models, with the post replaced
by lorem ipsum for illustrative purposes.

Task A.2: Overall Well-being Rating

Post

Adaptive Evidence
Maladaptive Evidence
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Task B: Post-level Summary

Post
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Figure 2: Frameworks for Tasks A.2, B, and C.

BGE-Large embedding model (Xiao et al., 2024).
Experimental results on the CLPsych 2025 shared
task (Tseriotou et al., 2025) highlight the effec-
tiveness of our method, and the generative-based
model demonstrates a significant advantage in ev-
idence identification. Both the generative-based
model and the classification-based model achieve
similar performance when their extracted evidence
is integrated into subsequent tasks.

2 Methodology

2.1 Evidence Identification
We begin by identifying the adaptive and maladap-
tive evidence in each post, where each post may

contain a single self-state, two complementary self-
states, or neither, represented by continuous spans
extracted from the post. To accomplish this, we
employ classification-based and generation-based
models for this process:

Classification-based Model. Given a post p con-
sisting of multiple sentences, we first tokenize the
text into individual sentences {t1, . . . , tM}, where
M represents the total number of sentences in the
post. We then apply a fine-tuned LLM, denoted as
MC , to classify each sentence into an estimated
label ê ∈ E conditioned on an instruction IC :

ê = argmax
e

P (e|ti, IC ,MC), (1)

where E = {ADAPTIVE, MALADAPTIVE, NONE}.
ti (i ∈ [1,M ]) represents an input tokenized sen-
tence. Intuitively, this method is highly dependent
on the results of sentence tokenization, and may not
be well-suited for cases involving complementary
self-states, where both adaptive and maladaptive
evidence might coexist.

Generation-based Models. In this approach, we
leverage two LLMs, MA and MM , each indepen-
dently trained to identify adaptive and maladaptive
evidence, respectively, enabling the direct genera-
tion of target evidence within each post p:

EA = MA(p, IA), EM = MM (p, IM ), (2)

where IA and IM represent instructions for extract-
ing adaptive and maladaptive evidence, while EA

and EM denote the corresponding lists of sentences
containing each type of evidence.

250



2.2 Overall Well-being Rating
The well-being score, derived from the Global As-
sessment of Functioning (GAF, American Psychi-
atric Association et al., 1994), measures an individ-
ual’s overall functioning across three key domains:
social functioning, occupational functioning, and
psychological well-being. In this work, we utilize
a fine-tuned LLM, denoted as MW , to predict the
well-being score s based on a given post p and its
corresponding adaptive and maladaptive evidence,
EA and EM , respectively, as follows:

s = MW (p,EA, EM , IW ), (3)

where IW represents the instruction for predicting
the well-being score.

2.3 Post-level and Timeline-level and
Summaries

Next, we generate a post-level summary that cap-
tures the interaction between adaptive and maladap-
tive states identified in each post. Previous research
has revealed that prompting larger LMs yields su-
perior summarization performance than fine-tuning
smaller models (Thulke et al., 2024); therefore, we
leverage ICL (Brown et al., 2020) that conditions
LLMs with few-shot demonstrations in producing
more effective summaries. To identify the most
suitable in-context example, given a candidate post
p and a set of annotated posts D = {p′1, . . . , p′N}
belonging to multiple users, we first utilize an em-
bedding model Emb(·) to generate the embeddings
for the posts, and then locate the post p′ that ex-
hibits the highest semantic similarity to p:

vp = Emb(p), (4)

vp′i
= Emb(p′i) ∀p′i ∈ D, (5)

p′ = argmax
p′i∈D

vp · vp′i
||vp|| · ||vp′i

|| , (6)

where v(·) denotes the embedding of a given post.
Afterwards, we generate the summary m based on
the post p and its corresponding evidence EA and
EM , incorporating the retrieved {p′, E′

A, E
′
M ,m′}

with an LLM M and an instruction IPS :

m = M(p,EA, EM , p′, E′
A, E

′
M ,m′, IPS). (7)

For the timeline-level summary, the generation
process follows a similar approach to the post-level
summary. However, instead of individual posts, all
posts associated with each user are concatenated to
identify the most relevant in-context example. Ad-
ditionally, evidence from all posts is incorporated
during the generation process.

3 Experiments

3.1 Dataset
The CLPsych 2025 shared task (Tseriotou et al.,
2025) integrates longitudinal modeling of social
media timelines with evidence generation, offering
annotated evidence for both adaptive and maladap-
tive self-states, as well as a score representing the
overall well-being reflected in each post. It also
provides post-level summaries that capture the in-
teraction between adaptive and maladaptive self-
states within individual posts, and timeline-level
summaries that offer clinical insights, along with
a dynamic narrative of mental state fluctuations
and trajectories over time. This task is organized
around the MIND framework (Slonim, 2024), a
pan-theoretical model that conceptualizes human
experience as a series of self-states that evolve and
fluctuate over time.

3.2 Baselines and Evaluation Metrics
Task A.1. The baselines for the task Adaptive/
Maladaptive Evidence Identification include a zero-
shot Llama 3.1-8B (Grattafiori et al., 2024) and a
fine-tuned BART-Large (Lewis et al., 2020) model.
The input for both models consists of either a single
post or a window of five consecutive posts. Experi-
mental results were evaluated using recall-oriented
BERTScore (Zhang et al., 2020) and weighted re-
call metrics computed over adaptive and maladap-
tive spans.

Task A.2. The baselines for Overall Well-being
Rating include zero-shot Llama 3.1-8B and a fine-
tuned BERT model (Devlin et al., 2019), where the
input for both models consists of either a single
post or a window of five consecutive posts. Metrics
for this task include Mean Squared Error (MSE),
computed for each post within a timeline and then
averaged across all timelines. The MSE for posts
that indicate serious impairment (1 to 4), impaired
(5 to 6), or minimal impairment (7 to 10) to func-
tioning were also calculated. Macro F1-scores were
also evaluated based on the aforementioned classes
and their corresponding ranges.

Tasks B and C. The baselines for the Post-level
and Timeline-level Summary tasks include a zero-
shot Llama 3.1-8B model, with an intermediate
post-level summary also utilized to generate a self-
state summary. The evaluation metrics encompass
mean consistency, maximum contradiction, and
maximum entailment.
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Model Overall Adaptive Maladaptive

R W R W R W

Llama 3.1 35.8 33.7 30.6 29.3 38.2 41.1
w/ Win. 49.6 26.2 36.5 25.2 62.7 27.2

BART 40.4 38.2 47.3 46.4 33.6 29.9
w/ Win. 26.0 25.8 28.2 27.9 23.8 23.7

Ours (C.) 34.1 31.4 24.9 24.9 43.3 37.8
Ours (G.) 50.7 45.6 49.9 46.5 51.6 44.6

Table 1: Experimental results of our proposed method
against baselines on Task A.1 (Adaptive/Maladaptive
Evidence Identification). “R” and “W” denote recall
and weighted recall; “C.” and “G.” denote classification-
based and generation-based models; w/ Win. represents
the incorporation of post windows.

Model MSE↓ M-S M-I M-M F1

Llama 3.1 4.22 4.67 3.66 3.20 25.5
w/ Windows 4.46 1.67 3.20 7.07 27.4

BERT 2.90 3.38 2.32 2.81 13.9
w/ Windows 4.56 5.68 1.01 5.34 13.5

Ours (w/ Class.) 2.01 1.25 3.11 2.16 36.6
Ours (w. Gen.) 2.17 1.23 3.60 2.31 34.3

Table 2: Experimental results of our proposed method
against baselines on Task A.2 (Overall Well-being Rat-
ing). “M-S”, “‘M-I”, and “M-M” denote MSE across
serious impairment, impaired, and minimal impairment.

3.3 Experiment Setup
We utilized two distinct LLMs for different tasks in
our research. For Tasks A.1 and A.2, we fine-tuned
Qwen2.5-7B (Yang et al., 2025) on the relevant
datasets using LoRA (Hu et al., 2022). During
the fine-tuning process, we configured the number
of epochs to 10, the batch size to 2, and set the
gradient accumulation steps to 8. For Tasks B and
C, we used Qwen2.5-32B as the base model, and
we leveraged BGE-Large (EN-v1.5, Xiao et al.,
2024) as the embedding model to select the in-
context example with the highest similarity to the
target post. All experiments were conducted on 2
NVIDIA L20 graphics cards.

3.4 Experimental Results
Tables 1, 2, 3, and 4 present the performance of our
approach compared to the baselines for Tasks A.1,
A.2, B, and C, respectively. From the results, we ob-
served that our method outperformed the majority
of the baselines except on Task C. Among the two
evidence identification models we proposed, the
generative-based model proved to be significantly
more effective due to its more accurate identifica-
tion of evidence locations. However, we also found

Model Mean Con. Max Con.↓ Max Ent.

Llama 3.1 88.0 84.8 −
w/ Windows 89.1 83.6 −

Ours (w/ Class.) 82.9 80.8 75.0
Ours (w/ Gen.) 88.0 78.1 69.2

Table 3: Experimental results of our proposed method
against baselines on Task B (Post-level Summary).
“Mean Con.”, “Max Con.”, and “Max Ent.” denote mean
consistency, maximum contradiction, and maximum en-
tailment.

Model Mean Con. Max Con.↓
Llama 3.1 87.8 79.9

w/ Windows 94.0 58.0

Ours (w/ Class.) 91.4 78.5
Ours (w/ Gen.) 91.5 87.6

Table 4: Experimental results of our proposed method
against baselines on Task C (Timeline-level Summary).

that both approaches performed comparably when
their extracted evidence was incorporated into sub-
sequent tasks. For Task C, as indicated in Table 4,
none of the methods outperformed the baselines.
This underscores a significant limitation of current
LLMs in long-term, timeline-level summarization
under standard few-shot prompting, pointing to a
promising avenue in future research, such as in-
corporating post windows into the summarization
process, as evidenced by the baseline results.

4 Conclusions and Future Work

We introduced a novel approach to modeling men-
tal health dynamics from social media using hybrid
LLMs, where the tasks explored include Adaptive/-
Maladaptive Evidence Identification, Overall Well-
being Rating, and Post-level and Timeline-level
Summary. Specifically, we first leveraged both
classification-based and generation-based models
with LLMs to identify adaptive and maladaptive
evidence from individual posts. This evidence was
then integrated to predict users’ well-being scores
and generate post-level and timeline-level sum-
maries. Experimental results on the CLPsych 2025
shared task highlighted the effectiveness of our
method, and the generative-based model demon-
strated a significant advantage in evidence identi-
fication. In the future, we will dedicate on propos-
ing more advanced models for generating timeline-
level summaries, such as incorporating post win-
dows into the summarization process.
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Limitations

Our study has two primary limitations: (1) Due
to time constraints, we evaluated our approach us-
ing two state-of-the-art LLMs, Qwen2.5-7B and
Qwen2.5-32B, while more established models such
as Llama3.1-8B/70B were not included in our ex-
periments; (2) Our method, regardless of whether
the evidence was obtained through classification-
based or generation-based models, did not outper-
form the baseline models when generating timeline-
level summaries. Future work could address this
limitation, potentially by incorporating post win-
dows into the summarization process, as evidenced
by the baseline results.

Ethical Considerations

We discuss the ethical considerations and broader
impact of this work here: (1) Intellectual Prop-
erty: Our approach is applied to the CLPsych 2025
shared task, adhering to the data access form and
ensuring compliance with data protection proto-
colsensuring responsible data handling practices.
All illustrative examples, including those in figures
and prompts, have been replaced by lorem ipsum to
respect data confidentiality. (2) Intended Use. This
approach is designed for research purposes focused
on understanding mental health patterns over time
through social media timelines. It includes identify-
ing adaptive and maladaptive evidence, predicting
overall well-being scores, and summarizing posts
and timelines. (3) Misuse Risks. This method is
not intended for processing sensitive, personal, or
non-consensually obtained data. Furthermore, the
output generated is inherently dependent on the
input text and should not be used to support finan-
cial, political, or clinical decision-making without
appropriate human oversight and ethical approval.
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A Prompts

Classification-based Evidence Identification

Determine whether the following sentence demonstrates an adaptive state (1), a maladaptive state (2), or

neither (0).

{Post Sentence}

Generation-based Evidence Identification

Identify all sentences or phrases from the following text that demonstrate adaptive states.

{Post Text}

Overall Well-being Rating

Based on the following text and the provided evidence of adaptive and maladaptive states , assess the

author 's mental well -being. Provide a score from 1 to 10, where 1 indicates extremely poor and 10

indicates excellent.

Text: {Post Text}

Adaptive Evidence: {Adaptive Evidence}

Maladaptive Evidence: {Maladaptive Evidence}

Post-level Summary

Summarize the following post , considering the evidence of adaptive and maladaptive states and the well -

being score.

Post:

{Post Text for In-context Example}

Adaptive Evidence:

{Adaptive Evidence for In-context Example}

Maladaptive Evidence:

{Maladaptive Evidence for In-context Example}

Well -being Score:

{Well -being Score for In-context Example}

Summary:

{Summary for In-context Example}

Post:

{Post Text}

Adaptive Evidence:

{Adaptive Evidence}

Maladaptive Evidence:

{Maladaptive Evidence}

Well -being Score:

{Well -being Score}

Summary:

Figure 3: Prompts designed for each tasks. The prompt for timeline-level summary closely follows the structure of
the one for post-level summary but integrates the information of multiple posts, with the incorporation of information
from multiple posts to generate a summary of the entire timeline.
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