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Abstract
Large Language Models are increasingly used
in the medical field, particularly in psychiatry
where language plays a fundamental role in
diagnosis. This study explores the use of open-
source LLMs within the MIND framework.
Specifically, we implemented a mixed-methods
approach for the CLPsych 2025 shared task:
(1) we used a combination of retrieval and few-
shot learning approaches to highlight evidence
of mental states within the text and to gener-
ate comprehensive summaries for post-level
and timeline-level analysis, allowing for effec-
tive tracking of psychological state fluctuations
over time (2) we developed different types of
ensemble methods for well-being score predic-
tion, combining Machine Learning and Opti-
mization approaches on top of zero-shot LLMs
predictions. Notably, for the latter task, our
approach demonstrated the best performance
within the competition1.

1 Introduction

Recent advancements in NLP have enabled the
development of new and complex models across
various areas, particularly in digital and mental
health. Transformer-based models (Vaswani et al.,
2017) have significantly advanced mental health
analysis on social media platforms. While mod-
els initially primarily used BERT-based architec-
tures fine-tuned in supervised contexts to predict
the presence of symptoms related to mental disor-
ders (Yang et al., 2021; Bucur et al., 2021), recently
the use of LLMs in psychology has proven promis-
ing (Ravenda et al., 2025; De Grandi et al., 2024;
Varadarajan et al., 2024). The advantage of LLMs
is that they can be employed even in contexts with
limited or absent training data, leveraging their ca-
pabilities as few- or zero-shot models.

The CLPsych 2025 (Tseriotou et al., 2025)
shared task addresses the significant challenge of

1Code available at the following link:
https://github.com/Fede-stack/BULUSI-CLPsych

generating supporting evidence and predicting well-
being for clinical assessments, with a specific focus
on well-being assessment. The shared task builds
upon the foundation established by CLPsych 2019
and 2022 (Shing et al., 2018; Zirikly et al., 2019;
Tsakalidis et al., 2022). In particular, the 2025 com-
petition extends the 2022 work by incorporating ev-
idence generation (Chim et al., 2024), thereby pro-
moting the development of humanly interpretable
rationales for recognizing dynamic mental states.
The task employs the MIND framework (Slonim,
2024), a pan-theoretical paradigm that conceptu-
alizes human experience as fluctuating self-states
rather than static conditions. Self-states are de-
fined as identifiable units characterized by specific
combinations of Affect, Behaviour, Cognition, and
Desire/Need (ABCD) (Revelle, 2007) that coacti-
vate meaningfully for limited periods (Lazarus and
Rafaeli, 2023).

The shared task comprises four primary com-
ponents: (1) Task A.1 focuses on post-level judg-
ments, requiring participants to identify evidence
of adaptive and maladaptive self-states, while Task
A.2 rate overall well-being using the Global As-
sessment of Functioning (GAF) scale (American
Psychiatric Association et al., 1994) associated to
each post; Task B involves generating post-level
summaries of self-state dynamics, identifying dom-
inant states and their central organizing aspects,
while Task C requires timeline-level summaries
capturing temporal dynamics between self-states.

The main contributions of this work are:
(1.) We designed a comprehensive approach for
predicting well-being scores from Reddit posts.
The final prediction, constructed from the predic-
tions of various open sources LLMs, is generated
by a tool we call “aggregator”, which can be imple-
mented as a simple average ensemble, a machine
learning meta-model (which we call “Oracle”), or
a weighted average of predictions from different
LLMs where the weights are mathematically opti-
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Figure 1: Multi-component pipeline for mental health state detection and assessment in the CLPsych 2025 Shared
Task, illustrating our approach to evidence extraction (Task A.1), well-being score prediction with three aggregation
methods (Task A.2), and summarization at post and timeline levels (Tasks B & C).

mized to minimize Mean Squared Error (MSE).
(2.) We implemented an approach to highlight evi-
dence of adaptive and maladaptive states, using a
multi-step procedure based on an initial retrieval
stage that identifies potential segments within posts
where adaptive and maladaptive states emerge, fol-
lowed by a second stage where LLMs supervise
and classify these candidate segments, ensuring ac-
curate identification of psychological states while
reducing false positives through consensus-based
validation. These evidence are then used to gen-
erate comprehensive summaries for post-level and
timeline-level analysis, allowing for effective track-
ing of psychological state fluctuations over time.

2 Methods

2.1 Predict Well-Being Score
Task A.2 consists in assigning a well-being score to
each post within user timelines. For each user, we
have a chronological sequence of Reddit posts, and
our goal is to rate each post’s overall well-being on
a scale from 1 (low well-being) to 10 (high well-
being) based on the GAF framework.

For this Task, we employed an ensemble
approach using six open-source LLMs in a
zero-shot setting to predict well-being scores.
In particular, we used the following mod-
els: gemma-2-9b, qwen-2.5-72b, deepseek-V3,
phi-4, mixtral-8x22b, llama-3.3-70b. Addi-
tionally, our prompt instructions explicitly directed
the models to return null (NaN) values when insuf-
ficient evidence was available to make a confident
assessment. This approach allowed us to optimize
predictions based on training data by tuning few
meta-model’s parameters rather than updating the

large number of LLMs parameters, creating a solu-
tion that remains scalable and efficient.

We explored three distinct aggregation strategies
(for a visual interpretation see Figure 1) to calibrate
the importance of the different LLMs to predict
the final score. For each Reddit post RP , we have
a vector of predictions pLLMs of dimension six:
pLLMs = (pLLM1 , ..., pLLM6).

Simple Ensemble (submission_1): For each
post, the final score S is computed as the
rounded average of predictions from all LLMs,
S = 1

k

∑k
i=1 pLLMi , where k = 6

Meta-Learning (submission_2): We trained a
LightGBM Regressor (Ke et al., 2017) that uses
LLM predictions as features to calibrate final
scores. This meta-model learns the relationship
between model outputs and ground truth on
training data, effectively functioning as a sort of
stacking ensemble or, as we called it, as an “Oracle
Model”. We chose LightGBM as it is able to
handle missing values by default. The final score
is calculated as: S = f(pLLM1 , ..., pLLM6), where
f(·) = LightGBM with default parameters as in
LightGBM python package.

Optimized Weighting (submission_3): We math-
ematically optimized model weights by minimizing
mean squared error between the weighted sum of
predictions and ground truth. The optimization
procedure handles NaN values through dynamic
weight renormalization and enforces non-negative
weights that sum to 1:
minw MSE(y, ŷ(w)), s.t.

∑M
i=1 wi = 1, wi ≥ 0 ∀i
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The weighted prediction for each post with NaN
handling:

S =

∑M
i=1wi · pLLMi · I(pLLMi ̸= NaN)
∑M

i=1wi · I(pLLMi ̸= NaN)

where pLLMi is model i’s prediction for the spe-
cific post and I(·) is the indicator function.

For posts where most LLMs returned NaN (indi-
cating insufficient evidence), we defaulted to scores
of 7 based on empirical patterns observed in train-
ing data.

2.2 Evidence and Summarization

In this subsection we summarise the methods of
the other three tasks, also shown in Figure 1.

For Task A.1, we implemented a multi-stage
pipeline called Golden-Retrieval Augmented Gen-
eration (G-RAG). Each post was systematically
segmented based on punctuation markers, specifi-
cally periods (‘.’) and the conjunction ‘but’, which
typically signal natural breaks in thought patterns.

Our initial phase employed a retrieval-based ap-
proach to identify relevant segments within the test
set posts by comparing them against the training
data evidence. This process involved calculating
embedding distances between each segment and
the available evidence (gold sentences). For every
segment, we identified the 10 most relevant pieces
of evidence (those with the highest embedding co-
sine similarity) and subsequently filtered for seg-
ments exhibiting significant differential distances
between adaptive and maladaptive states evidence.

These filtered segments served as “propos-
als” for our pipeline. We then employed
three different open-source Large Language Mod-
els (LLMs) (qwen-2.5-72b, mixtral-8x22b,
llama-3.3-70b) in inference mode to classify
whether each evidence segment corresponded to
an adaptive state, a maladaptive state, or neither
category. To enhance contextual understanding,
we augmented the LLMs’ input with five exam-
ples from the training set — specifically selecting
posts most similar to the target post along with
their corresponding annotated evidence. To resolve
classification discrepancies among the three pri-
mary LLMs, we used a fourth open-source LLM
(llama-3.1-405b) as an “arbitrator”, but only in
cases where no majority consensus was reached.

It is important to note that, due to time con-
straints, we made only one submission and did not
optimize the results with respect to the evaluation

metrics considered. We observed that using LLMs
without the retrieval step resulted in highlighting
an excessive number of sentences. Therefore, the
retrieval stage was implemented specifically to mit-
igate this behavior. In general, we focused more on
being strict and conservative regarding the number
of sentences to highlight, paying particular atten-
tion to not include sentences that were neither adap-
tive nor maladaptive. This conservative approach
was further justified by the fact that for Tasks B and
C, we used these identified evidence segments to
generate summaries at both post and timeline lev-
els. Including excessive or inaccurate states would
have negatively impacted the quality of these sum-
maries, potentially introducing noise and reducing
the coherence of the generation.

For a detailed discussion on retrieval models
used for the tasks discussed we refer to Section A
in Appendix.

3 Experiments

3.1 Metrics

The CLPsych 2025 shared task evaluation used
specific metrics for each subtask (we refer to (Tse-
riotou et al., 2025) for an in depth-explanation):

Task A.1 (Evidence Identification): Semantic
overlap between submitted and expert-annotated
evidence was evaluated using recall (via maximum
recall-oriented BERTScore) and weighted recall
(adjusting for evidence length differences), with
separate measurements for adaptive and maladap-
tive spans.
Task A.2 (Well-being Score Prediction): The
main metric is Mean Squared Error (MSE) over all
posts in a timeline, averaged across all timelines.
Additional MSE calculations is performed for
specific score ranges: posts indicating serious
impairment (1-4), impaired functioning (5-6), and
minimal impairment (7-10), providing insight into
performance across different well-being levels. F1
macro at post level is also measured.
Task B (Post-level Summaries): This task eval-
uates consistency with expert-written summaries
using Natural Language Inference models. Two
metrics are used: mean consistency (measuring the
absence of contradiction between submitted and
expert summaries) and maximum contradiction
(evaluating the worst-case contradictions between
predicted and gold summaries).
Task C (Timeline-level Summaries): The same
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TASK A.1
Approach Recall Weighted Recall

overall adaptive maladaptive overall adaptive maladaptive
G-RAG 0.433 0.339 0.526 0.37 0.339 0.402

TASK A.2
Approach MSE ( ← ) F1

overall min. impairment impaired ser. impairment macro
Average Ensemble 2.13 1.19 1.1 3.65 0.416

Oracle-Meta 2.12 0.55 0.82 3.98 0.365
Optimized Ensemble 1.92 0.65 1.19 3.04 0.351

TASK B
Approach gold summary evidence

mean consistency max contradiction ( ← ) max entailment
qwen-2.5-72b 0.868 0.805 0.808
mixtral-8x22b 0.822 0.880 0.562
llama-3.1-405b 0.845 0.768 0.553

TASK C
Approach gold summary

mean consistency max contradiction ( ← )
qwen-2.5-72b 0.890 0.898
mixtral-8x22b 906 0.992
llama-3.1-405b 0.941 0.714

Table 1: Results of our approaches w.r.t. all metrics considered in the shared task, conditioned on the four different
tasks. Metrics highlighted in blue indicate the best result for that specific metric in the competition considering all
the submissions from all the teams. The symbol ( ← ) indicate metrics for which a lower value is preferable.

consistency metrics as Task B is applied to evaluate
how well the system-generated timeline summaries
aligned with expert timeline analyses, focusing on
capturing the temporal dynamics of mental states.

3.2 Results

Our BULUSI team’s approach showed promising
results across different CLPsych 2025 shared tasks,
with particularly strong performance in Task A.2.
Table 1 presents our results across all metrics for
the four different tasks. The prompts used for
the LLMs across different Tasks are reported in
in the Github Repository: https://github.com/Fede-
stack/BULUSI-CLPsych.

For Task A.1, our G-RAG approach achieved a
recall of 0.433 overall, with stronger performance
on maladaptive state evidence (0.526) compared
to adaptive state evidence (0.339). The weighted
recall metrics showed similar patterns, with an over-
all weighted recall of 0.37. For this task, we sub-
mitted only one solution that was implemented
to be highly conservative in identifying evidence,
without optimizing the evaluation metric. This con-
servative approach is reflected in the fact that the
scores for adaptive recall and adaptive weighted
recall remain the same, demonstrating our cautious
strategy to include only strong evidence and avoid
false positives in our evidence list.

In Task A.2, we compared three different aggre-
gation strategies. The Optimized Ensemble method
demonstrated the best performance with an over-
all MSE of 1.92, outperforming both the Average
Ensemble (2.13) and Oracle approaches (2.12), as
well as being the best result within the competition.
Additionally, the F1 macro score for the average en-
semble approach (0.416), and the minimal impair-
ment metric for the Oracle model (0.55) achieved
the best performance within the competition. Fig-
ure 2 shows the distribution of scores across all sub-
missions and metrics in the competition for Task
A.2, highlighting the scores obtained by our three
approaches. We observe that for all metrics, our
scores often represent either the best results or fall
within the top results.

For Task B, we tested three different LLMs to
generate summaries. The qwen-2.5-72b model
showed the best performance with a mean con-
sistency of 0.868 and max entailment of 0.808.
This latter result is the highest for this specific
metric within the competition. On the other hand,
for Task C, the llama-3.1-405b model performed
well with a mean consistency of 0.941 (close to the
best performance within the competition of 0.946),
demonstrating that our approach can effectively
captured the temporal dynamics of mental states
across user timelines.

We observe that in the last two tasks, despite
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Figure 2: The boxplots show the score distribution of all competition submissions for Task A.2 metrics. Colored
stars ⋆ indicate the performance of three ensemble approaches (Average, Oracle-Meta, and Optimized), showing
how they compare to the overall distribution across different impairment severity levels using MSE and F1 metrics.

using identical prompts, performances vary con-
siderably between different LLMs. This variation
may be attributed to the type of metrics used for
evaluating summary quality. Specifically, the eval-
uation relies on Natural Language Inference (NLI)
models based on BERT architectures to measure
consistency and contradiction. Different LLMs
may produce summaries that align differently with
how these NLI evaluation models conceptualize
contradictions and entailments. This suggests that
the performance variations could stem not only
from differences in the LLMs’ generation capabili-
ties but also from their alignment with the specific
linguistic patterns that the BERT-based evaluation
models were trained to recognize.

4 Conclusions and Future Works

Our multi-stage pipeline implemented for the
CLPsych 2025 shared task combined retrieval-
augmented evidence identification with ensemble
methods for well-being prediction, achieving top
performance in the competition. Our approach
effectively demonstrates the potential of open-
source LLMs in psychological assessment. While
challenges remain in detecting severe impairment
cases, this work establishes a promising foundation
for computational tools that could support mental
health monitoring through social media analysis.

Future work could focus on improving the evi-
dence mining task. In studies like (Ravenda et al.,

2025; Pérez et al., 2022), the initial step for predict-
ing specific symptom scores within psychological
questionnaires, based on Reddit posts, involves
retrieving the most relevant posts for each question-
naire item. Task A.1 could therefore be extended to
retrieve evidence related to specific symptoms of
various psychological conditions, while the LLM
ensemble approach from Task A.2 could be lever-
aged to enhance prediction accuracy.

5 Limitations

Our approach faces several limitations that should
be considered when interpreting the results.

First, our retrieval-augmented approach for ev-
idence identification depends on the quality and
coverage of the training dataset. If the training data
lacks representation of certain mental state expres-
sions or cultural contexts, our system may fail to
identify relevant evidence in these cases.

Second, while our ensemble approach for well-
being score prediction demonstrated the best perfor-
mance in the task, it still struggles with accurately
assessing posts indicating serious impairment

Third, a limitation of this work is the relatively
small number of users. Therefore, there is no guar-
antee that similar results will be replicated across
new data.

Finally, our implementation faced time con-
straints that limited optimization efforts, partic-
ularly for Tasks A.1, B and C. With additional
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time, we could have explored more sophisticated
approaches for generating summaries and poten-
tially improved performance across all tasks.

6 Ethics Considerations

Mental health assessments derived from compu-
tational models should never replace professional
clinical judgment. Our system is designed as a sup-
portive and screening tool that can assist mental
health professionals rather than as an autonomous
diagnostic system. The well-being scores and iden-
tified evidence of mental states should be consid-
ered as preliminary insights that require profes-
sional validation.

Additionally, there is potential for algorithmic
bias in mental health assessment systems. Lan-
guage models may perpetuate biases present in
their training data, potentially leading to disparities
in assessment quality across different demographic
groups (Basta et al., 2019). We acknowledge
this limitation and emphasize the importance of
ongoing evaluation for fairness and bias mitigation.
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A Retrieval Approaches

Regarding section 2.2, various retrieval ap-
proaches were used. For proposing text
segments as evidence of adaptive and mal-
adaptive states, the following dense retrieval
models were used as golden retrievers (see
Figure 1): msmarco-distilbert-base-v4,
msmarco-MiniLM-L12-cos-v5, and
GIST-large-Embedding-v0. Each of these
returned a list of evidence, obtained as described in
Section 2.2, and the union of all unique evidence
items was then taken as “proposals”.

For Task B and C in Section 2.2, when pro-
cessing a new test post, we identified the 5 most
similar posts from the training set to provide ex-
amples that would assist the LLM in generation.
To select these 5 most relevant posts, we first re-
trieved the 50 most relevant posts using a zero-
shot retrieval approach, contriever, and then
obtained the 5 most similar posts from this ini-
tial set by using a re-ranking model, specifically
ms-marco-MiniLM-L-6-v2. The retrieved posts
were added to the LLMs prompts as examples to
follow.
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