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Abstract

We provide an overview of the CLPsych 2025
Shared Task, which focuses on capturing men-
tal health dynamics from social media time-
lines. Building on CLPsych 2022’s longitudi-
nal modeling approach, this work combines
monitoring mental states with evidence and
summary generation through four subtasks:
(A.1) Evidence Extraction, highlighting text
spans reflecting adaptive or maladaptive self-
states; (A.2) Well-Being Score Prediction, as-
signing posts a 1 to 10 score based on social,
occupational, and psychological functioning;
(B) Post-level Summarization of the interplay
between adaptive and maladaptive states within
individual posts; and (C) Timeline-level Sum-
marization capturing temporal dynamics of self-
states over posts in a timeline. We describe key
findings and future directions.

1 Introduction

Mental health concerns is a pressing global issue
(WHO, 2022), necessitating solutions that both ex-
pand access to care and continuously monitor in-
dividuals over time, thereby reflecting the multi-
faceted and dynamic nature of mental health.

Over the past decade, social media platforms
have emerged as major venues where people openly
discuss mental health, sharing experiences and
emotional states that can span years (Coppersmith
et al., 2014; Shing et al., 2018; Zirikly et al., 2019;
Tsakalidis et al., 2022b). This abundance of user-
generated data offers an unprecedented opportunity
to monitor individuals longitudinally, providing
early detection, prevention, and “just-in-time” in-
terventions well before difficulties escalate.

While traditional NLP approaches to men-
tal health centered on static classification tasks
(e.g. depression detection in De Choudhury et al.
(2013)), recent work has recognized the complex-
ity of mental health trajectories as fluctuating dy-

*Denotes equal contribution.

namic states influenced by evolving contexts, in-
teractions and psychological processes, emphasiz-
ing the need for longitudinal, context-rich models
that capture how mood, behavior, and cognition
fluctuate over time (Tsakalidis et al., 2022b; Tseri-
otou et al., 2023). Moreover, accounting for both
maladaptive and adaptive states delivers a more nu-
anced picture of well-being while also uncovering
factors that can lead to personalized interventions
(Slonim, 2024).

CLPsych shared tasks have followed this trend,
shifting from user-level classification (Coppersmith
et al., 2014; Shing et al., 2018; Zirikly et al., 2019)
to longitudinal tasks such as detecting “Moments
of Change” (MoC) (Tsakalidis et al., 2022a) and
evidence generation (Chim et al., 2024).

The CLPsych 2025 shared task combines lon-
gitudinal modeling in social media timelines with
evidence generation, promoting humanly under-
standable rationales that support recognizing men-
tal states as they dynamically change over time.
Adopting the MIND transtheoretical framework
(Slonim, 2024), we seek to identify both adaptive
and maladaptive self-states in a users longitudinal
data via the following tasks: (A.1) Evidence Ex-
traction, highlighting text spans within posts that
reflect adaptive or maladaptive states; (A.2) Well-
Being Score Prediction, assigning a 1–10 rating
indicative of individuals’ social, occupational, and
psychological functioning, informed by maladap-
tive and adaptive states; and (B-C) Summarization,
capturing individuals’ mental health progression at
the post level (B) and across the entire timeline (C)
on the basis of adaptive and maladaptive states.

Our dataset comprises Reddit-based user time-
lines from mental health related subreddits (MHS),
with posts annotated by clinical experts following
the MIND scheme, which captures how an indi-
viduals self-state evolves in response to personal
challenges, life events, or social interactions. From
a clinical perspective, this means not only detecting
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risk and symptoms but also identifying and track-
ing a person’s strengths and coping abilities as they
emerge and evolve. Summaries at various time res-
olutions further enhance explainability – critical for
mental health professionals seeking clear, evidence-
based insights. Computational challenges involve
working with models that can process longitudinal
data, incorporating and synthesizing appropriate
evidence to generate rationales for the progression
of an individual.

After providing a quick review of the landscape
in NLP for mental health, focusing on temporality
and explainability (§2), we describe the shared task
(§3) and data annotation (§4.2). We discuss evalua-
tion metrics (§5), methods by participating teams
and results (§6.1), and conclude with an overview
of key findings (§6.4), limitations, clinical implica-
tions and directions for future research (§7).

2 Related Work

2.1 NLP for Mental Health Applications

Explainability in mental health: Early work pri-
marily focused on classification tasks, either at the
document-level (Sawhney et al., 2022a) or user-
level, with the latter addressing both static assess-
ment of mental health conditions (Coppersmith
et al., 2015; Shing et al., 2018; Zirikly et al., 2019;
Sawhney et al., 2022b) and longitudinal monitoring
of psychological states over time (Tsakalidis et al.,
2022a,b; Hills et al., 2023).

Recent developments have shifted toward more
fine-grained analysis and explainable approaches
to mental health assessment. The 2023 eRisk Task
focused on ranking sentences based on their rel-
evance to depressive symptoms (Parapar et al.,
2023), while Nguyen et al. (2022) developed BERT-
based methods that incorporate PHQ-9 symptoms
for improved interpretability in depression detec-
tion. Similarly, Nemesure et al. (2021) employed
SHAP values (Lundberg and Lee, 2017) to explain
predictions for anxiety and depression models, and
Zirikly and Dredze (2022) leveraged PHQ-9 ques-
tions as auxiliary tasks to provide explanations for
depression detection, evaluating performance on
manually annotated text spans.

In the context of fostering interpretability, Garg
(2024) annotated a dataset with highlighted text
spans across various ‘wellness’ dimensions, while
the CLPsych 2024 shared task explored Large Lan-
guage Models (LLMs) to identify evidence support-
ing suicide risk assessments (Chim et al., 2024).

This reflects the field’s increasing emphasis on pro-
viding clinically meaningful explanations along-
side predictions.
LLMs have been leveraged for mental health clas-
sification (Amin et al., 2023), data augmentation
(Liyanage et al., 2023), and reasoning (Xu et al.,
2023), demonstrating promise in detecting psycho-
logical indicators (Yang et al., 2023), extracting rel-
evant evidence from text (Xu et al., 2024a), and gen-
erating clinically informed summaries (Song et al.,
2024b). LLMs using instruction fine-tuning and
Chain-of-Thought (CoT) prompting (Yang et al.,
2023) have also been employed, though such ap-
proaches can pose risks of incorrect predictions and
flawed reasoning, especially in complex conversa-
tions (Li et al., 2023).
Evidence extraction: Accurate span extraction
is a crucial task in mental health assessment, en-
abling clinicians to identify and summarize the
most relevant patient data for clinical evaluation.
Prior work at the intersection of NLP and mental
health have utilized LLMs to predict critical mental
states and provide reasoning for predictions (Yang
et al., 2024b; Xu et al., 2023, 2024b). Yet these
approaches lack transparency and complex reason-
ing processes can lead to hallucination (Li et al.,
2023).
LLMs and summarization: LLMs have been used
to generate clinically meaningful summaries from
social media posts (Song et al., 2024b, 2025; So-
tudeh et al., 2022), summarize counseling sessions
(Srivastava et al., 2022), generate structured medi-
cal reports from patient-doctor conversations(Ad-
hikary et al., 2024; Michalopoulos et al., 2022),
and summarize Mental State Examinations (MSE)
(Mumtaz et al., 2024). However, uncertainties re-
main regarding the effectiveness of LLMs in gener-
ating contextually appropriate summaries, particu-
larly in domains such as mental health (Klein et al.,
2024; Asgari et al., 2024).
Temporal modeling: Most models have relied
on recurrent neural networks without explicitly ac-
counting for time intervals between posts (Tsaka-
lidis et al., 2022a), or struggle to capture complex
linguistic patterns over time (Bayram and Benhiba,
2022), despite the role of longitudinal linguistic fea-
tures in mental health applications (Homan et al.,
2022; Chim et al., 2025). Recent work has devel-
oped time-aware modeling approaches. Hills et al.
(2023) introduced a Hawkes process-inspired ap-
proach capturing both temporal dynamics and lin-
guistic context in user timelines, which was further
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Timeline t

Sed ut perspiciatis unde omnis iste natus error
sit voluptatem accusantium doloremque
laudantium, totam rem aperiam, eaque ipsa
quae ab illo inventore veritatis et quasi
architecto beatae vitae dicta sunt explicabo. 

     (Timeline t, post 1)

Lorem ipsum dolor sit amet, consectetur
adipisicing elit, sed do eiusmod tempor
incididunt ut labore et dolore magna aliqua.

(Timeline t, post 0)

...

Nemo enim ipsam voluptatem quia voluptas sit
aspernatur aut odit aut fugit, sed quia
consequuntur magni dolores eos qui ratione
voluptatem sequi nesciunt.

     (Timeline t, post n)

C: (Summary of entire

timeline t's self-states

dynamics, over all posts)

*Placeholder text is used here for privacy.

A.1: [accusantium doloremque laudantium,quasi architecto], [vitae dicta sunt explicabo]
A.2: 5

B: (Summary of post-level self-states in timeline t, post 1)

A.1: [sit amet, consectetur], [dolore magna]
A.2: 6

B: (Summary of post-level self-states in timeline t, post 0)

A.1: [], [odit aut fugit]
A.2: 8

B: (Summary of post-level self-states in timeline t, post n)

Figure 1: Participants are asked to tackle the tasks described in §3: identifying adaptive and maladaptive evidence
(A.1), predicting well-being (A.2), and summarizing mental health dynamics at the post (B) and timeline level (C).

integrated into a hierarchical transformer architec-
ture (Hills et al., 2024). Tseriotou et al. (2023)
proposed sequential path signature networks to
capture the temporal and linguistic progression
in user posts, while Tseriotou et al. (2024b) in-
troduced TempoFormer, which modifies the trans-
former architecture to account for relative tempo-
ral aspects between sequential data points, using
time-sensitive rotary positional encodings. Such ap-
proaches have demonstrated superior performance
in detecting subtle changes in mood and mental
states by effectively modeling both linguistic and
temporal context in social media posts.

2.2 Mental Health Self-State Dynamics

The MIND approach (Slonim, 2024) proposes a
paradigm shift from categorical classification of
trait-like psychopathology to modifiable intraper-
sonal dynamics. MIND provides a transtheoretical
scheme that breaks down individuals experiences
into core building blocks central to major thera-
peutic approaches, including cognitive-behavioral
therapy (CBT), psychodynamic, interpersonal, re-
lational, and experiential models. This highlights
that human experience consists of multiple self-
states that fluctuate and change over time (Beck
et al., 2021; Bromberg, 2014; Stiles, 2001). Each
self-state comprises identifiable elements character-
ized by specific combinations of Affect, Behaviour,
Cognition, and Desire (ABCD) (Revelle, 2007)
coactivated in a meaningful manner and directed ei-
ther toward the self or others (Lazarus and Rafaeli,
2023). At a specific moment, one self-state may
be dominant, while others, often complementary,
may be subtler or remain in the background. Focus-

ing on self-states in theory, research, and practice
can reveal within-person adaptive and maladaptive
states, as well as between-person differences in
typical self-states.

Recent developments in NLP, specifically the
emergence of LLMs, have demonstrated the ca-
pability to identify individuals’ emotions (Mayer
et al., 2024) and cognitions (Singh et al., 2024)
from longitudinal mental health data. Nonetheless,
no prior research has yet leveraged LLMs to sys-
tematically capture the complex interplay among
ABCD elements especially as these manifest dy-
namically in adaptive and maladaptive self-states, a
gap which this shared task directly seeks to address.

3 Task Definition and Instructions

We describe in detail the tasks introduced in §1 and
provide an overview in Figure 1.

Task A consists of two sub-tasks: Task A.1 in-
volves identifying adaptive and maladaptive self-
state evidence from an individual’s post as a set
of continuous spans. Each post can include either:
(1) a single self-state (adaptive or maladaptive); (2)
two complementary self-states (adaptive and mal-
adaptive) or (3) evidence of neither. Task A.2 re-
quires rating the overall well-being of an individual
on a scale from 1–10 based on GAF (Association
et al., 2000). This score reflects the well-being
of an individual based on three aspects: social,
occupational and overall individual psychological
functioning. While well-being scores are assigned
at the post level, participants were encouraged to
consider the sequence of previous posts and the
extracted evidence from Task A.1 in this task.

195



Task B involves post-level summarization of self-
states. Such summaries should capture the inter-
play between adaptive and maladaptive states man-
ifesting in the post through identification of the
central organizing aspects (ABCD) that drive the
state and should provide the anchors for the sum-
mary. The expectation is to first identify the domi-
nant self-state and then describe how core aspects
influence the rest, emphasizing their evolution.

Task C involves summarizing self-states at the
individuals’ timeline-level. The focus should be
on the temporal interplay between adaptive and
maladaptive self-states, with emphasis on concepts
such as flexibility, rigidity, improvement, and dete-
rioration. When applicable, the temporal dynamics
should capture changes in the dominant self-states
and specifically how underlying changes in ABCD
aspects contribute to potential transitions.

Ground truth data for all the above tasks were
provided to the participants during training but not
at test time. For Task A.1, additional information
regarding each gold self-state evidence was made
available in the training set only. Specifically, the
types of evidence provided were under: Affect (A),
Behavior towards the other (B-O), Behavior to-
wards the self (B-S), Cognition of the other (C-O),
Cognition of the self (C-S), and Desire/Expectation
(D), along with further sub-categories stemming
from each of the six categories. The full list of
categories can be found in the Appendix A.2.

4 Data and Annotation

4.1 Data

We utilized the Reddit-New dataset originally intro-
duced in the CLPsych 2022 shared task (Tsakalidis
et al., 2022a). This dataset comprises user timelines
extracted from various MHS from 2015 to 2021.
Given the extensive nature of the MIND annota-
tion scheme, annotating entire timelines proved
to be prohibitively resource-intensive. To address
this, we implemented a selective sampling strategy.
Specifically, we reduced excessively long timelines
by extracting subsets containing between 10 and
12 representative posts. Additionally, timelines of
moderate length were preferentially sampled to bal-
ance feasibility with sufficient contextual richness.
Beyond this length-based selection, timelines were
chosen randomly, subject to two constraints:

• User Uniqueness: No user was represented
by more than one timeline within the test set,

Train Test
# Timelines 30 10
# Posts 343 94
Avg. Tokens per Post 134.4 142.9
# Adaptive Evidences 399 145
# Maladaptive Evidences 526 171

Table 1: Dataset descriptive statistics.

and users appearing in the training set were
explicitly excluded from the test set to ensure
independence between training and evaluation
data and to prevent potential data leakage that
could inflate performance metrics.

• Density Diversity: Using the CLPsych 2022
annotations for mood switches and escalations
(i.e. MoC), we define timeline ‘density’ as the
proportion of posts labeled with MoC tags and
use it for stratified sampling. This helps us to
capture a diverse range of emotional fluctuation
patterns and related mental health dynamics.

The final dataset (see Table 1) contains time-
lines selected for length, content relevance, user
uniqueness, and density distribution. This strategy
maintains the longitudinal nature of the data while
providing sufficient context for identifying adap-
tive and maladaptive self-states, as well as captur-
ing the dynamics of psychological states over time.
Furthermore, this enabled thorough annotations of
detailed ABCD aspects in each post.

4.2 Annotation
Two Master’s students in clinical psychology, both
fluent in English, annotated the selected timelines
using the MIND scheme (§2.2). Annotators re-
ceived comprehensive training conducted by a clin-
ical expert and ongoing supervision from a senior
MA student with prior experience in annotation
using the MIND scheme. Annotators underwent
a preliminary training phase, during which they
received iterative feedback and conducted reconcil-
iation meetings to enhance consistency and inter-
rater reliability.

Annotators followed a structured workflow. For
each post, they first identified adaptive and mal-
adaptive self-states. Within each identified self-
state they annotated the present ABCD elements,
selecting the most salient span as evidence for each
element. Next, they assessed the individual’s over-
all well-being based on GAF guidelines, consider-
ing both the specific post and the context of pre-
vious posts. They then composed a detailed sum-
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mary for each post, specifying which self-state was
dominant, the primary psychological dimension
underpinning that self-state from the ABCD ele-
ments, and a description of the interplay between
different elements constituting the self-state. This
description considered temporality and causality
to capture the evolving psychological dynamics
within each post.

Beyond individual posts, annotators synthesized
their insights at the timeline level, producing a com-
prehensive summary that mapped the interplay be-
tween adaptive and maladaptive self-states across
the timeline. This included a description of how
self-states dynamically changed (or remained sta-
ble) over time. Details about the annotation plat-
form are specified in Appendix A.1.

Inter-annotator agreement was assessed using
standard reliability metrics over 23 posts anno-
tated by both annotators. For Task A.2 (Well-being
Score), which involves numerical ratings, anno-
tators demonstrated high agreement achieving a
Pearson correlation coefficient (r) of 0.793 and an
Intraclass Correlation Coefficient (ICC2) of 0.791,
indicating high agreement. Additional evaluations
of inter-annotator agreement using task-specific
metrics detailed in Section 5 (BERTScore-based
measures for Task A.1 and mean squared error for
Task A.2), are provided in Appendix A.3.

5 Evaluation Metrics

5.1 Task A
Evidence Extraction. The main metric we con-
sider is the recall of evidence spans. Recall is pri-
oritized given that the costs of overlooking impor-
tant evidence outweigh those of supplying excess
evidence for the task of capturing mental health
dynamics over time. Moreover, in our gold data,
annotators selected the single most salient evidence
span per self-state annotation (§4.2). As such, pre-
cision metrics could unfairly penalize valid predic-
tions that simply differ from what the annotator
considers as the most salient, whereas recall more
accurately reflects performance.

Following Chim et al. (2024), for a given user,
given predicted evidence spans H and gold evi-
dence spans E, we average the maximum recall-
oriented BERTScore (Zhang et al., 2020):

Recall =
1

|E|
∑

e∈E
max
h∈H

BERTScore(e, h)

We use deberta-xlarge-mnli to compute em-
beddings and apply rescaling as recommended

by Zhang et al. (2020). In addition, we report a
weighted version of recall, which is sensitive to pre-
dicted evidence lengths relative to gold evidence
lengths. For a given user with gold evidence spans
of cumulative token count ngold and predicted spans
with cumulative token count npred, if the predicted
evidence spans are longer than the gold-standard
ones, we apply weight w to the timeline-level re-
call:

w =

{
ngold
npred

if npred > ngold

1 otherwise

Well-being Score Prediction We evaluate well-
being score predictions over all annotated posts
using mean squared error (MSE), which appropri-
ately penalizes larger errors and accommodates
ordinal and continuous data:

MSE =
1

n

n∑

i=1

(yi − ŷi)
2

As supplementary metrics, we report MSE strati-
fied by risk categories: serious impairment to func-
tioning (1 to 4), impaired functioning (5 to 6), min-
imal impairment to functioning (7 to 10). Finally,
based on these categories, we cast the task into
a classification problem (serious, impaired, mini-
mal) and report macro F1. This reflects a system’s
ability to identify well-being categories rather than
exact scores, regardless of category prevalence.

5.2 Task B
Following prior work in general domain (Maynez
et al., 2020) and mental health summarization
(Song et al., 2024a), we leverage predictions from
a natural language inference (NLI) model (Laurer
et al., 2024) for summary evaluation.1 We consider
consistency to be the absence of contradiction. For
each sentence in a submitted summary s ∈ S, we
use the NLI model to compute its mean probability
of contradicting each sentence in the correspond-
ing gold-standard evidence summary g ∈ G, taking
the gold sentence as premise and the submitted sen-
tence as hypothesis:

CS = 1
|S|·|G|

∑
s∈S

∑
g∈G (1− NLI(Contradict|g, s))

To complement consistency, we also evaluate
summaries by their contradiction to expert sum-
maries. We expect there to be some natural con-
tradictory information in most summaries, since

1https://huggingface.co/MoritzLaurer/
DeBERTa-v3-large-mnli-fever-anli-ling-wanli
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summarized evidence can include both risk factors
and protective factors. We compute the contradic-
tion score by averaging the maximum contradiction
probability of a predicted sentence against gold
evidence summary sentences:

CT =
1

|S|
∑

s∈S
max
g∈G

NLI(Contradict|g, s)

To support post-hoc analysis, we assess whether
generated summaries are supported by their corre-
sponding supporting evidence spans. This is only
informative if the assessed system actually uses
predicted spans for post-level summarization.

EA =
1

|H|
∑

h∈H
max
s∈S

NLI(Entail|h, s).

5.3 Task C
Following Task B, we evaluate timeline-level sum-
maries primarily with mean consistency (CS), sup-
plementing with contradiction (CT).

6 Teams & Results

6.1 Participating Teams
A total of 26 teams (69 members) completed
the registration process (see Appendix B.1), with
members of 3 teams having participated in a past
CLPsych shared task. Out of these 26 teams, 14
(49 members) submitted output files for one or
more tasks and 11 teams submitted a paper (Ta-
ble 9). Teams who submitted solutions averaged
3.5 members while those who did not averaged 1.6,
suggesting that having more members increased
the chance of completion.

6.2 Baselines
A range of LLMs and smaller model baselines were
provided along with the official team submissions’
results. This allowed for a direct comparison of
teams’ solutions, given strong setups for each task.
Baselines are presented below (with prompts in
Appendix C). All LLM baselines used Llama-3.1-
8b-Instruct (Grattafiori et al., 2024).2

Task A.1: For evidence extraction, two zero-shot
prompting baselines and two smaller BART-based
models were used, representing both single-post
and window-based approaches with the latter tak-
ing into account the context of recent posts. BART-
based models allowed showcasing the effect of fine-
tuning for generation.

2https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct

All Adapt. Maladapt.
Teams R WR R WR R WR

Aquarius .51 .46 .50 .47 .52 .45
BLUE .56 .39 .47 .40 .64 .38
BULUSI .43 .37 .34 .34 .53 .40
CIOL .25 .17 .23 .15 .26 .20
CSIRO-LT .46 .43 .38 .38 .54 .48
EAIonFlux .52 .47 .52 .48 .52 .46
ISM .56 .45 .49 .46 .63 .44
MMKA .60 .34 .52 .37 .68 .31
NoviceTrio -.03 -.03 -.10 -.10 .05 .05
PsyMetric .17 .17 .15 .15 .18 .18
ResBin .47 .30 .26 .26 .68 .36
Seq2Psych .28 .24 .25 .24 .31 .24
uOttawa .64 .50 .59 .54 .68 .46
Zissou .58 .32 .45 .31 .71 .34

Llama ZS Single-Post .36 .34 .31 .29 .38 .41
Llama ZS 5-Post .50 .26 .37 .25 .63 .27
BART Single-Post .40 .38 .47 .46 .34 .30
BART 5-Post .26 .26 .28 .28 .24 .24

Table 2: Results on Task A.1 (evidence extraction). We
consider recall and weighted recall over all spans, adap-
tive spans only, and maladaptive spans only.

• Llama ZS Single-Post: Zero-shot prompting
on each post by providing definitions of adap-
tive and maladaptive self-states and asking the
LLM to generate an adaptive and a maladaptive
evidence list.

• Llama ZS 5-Post: Same as above, but operat-
ing on each post along with the recent posting
history from an individual’s timeline (5 posts).

• BART Single-Post: BART (Lewis et al., 2020)
fine-tuned separately for adaptive and maladap-
tive span generation on each post.

• BART 5-Post: BART fine-tuned as above but
operating on a window of 5 posts separated by
a [SEP] token (current post + 4 recent posts).
Spans are based solely on the last post.

Task A.2: For well-being score prediction, two
zero-shot prompting baselines and two smaller
models were used. While one version of the mod-
els is single-post based, another version considered
the context of recent posts, as is the case of the
BiLSTM modeling the sequential aspect.

• Mode: Mode of training data scores (7).

• Llama ZS Single-Post: Zero-shot prompting
on each post by providing definitions of each
score for well-being prediction.

• Llama ZS 5-Post: Same as above, but operat-
ing on each post along with the recent posting
history of the individual (5 posts).
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• BERT Post-level: BERT model (Devlin et al.,
2019) with a regression layer fine-tuned on the
post-level for well-being score prediction, aver-
aged over 5 seeds.

• BiLSTM 5-Post (BERT): BiLSTM operating
on a window of 5 posts (current + 4 recent
posts) for well-being score prediction, averaged
over 5 seeds. For each post the [CLS] token of
BERT representations is used.

Tasks B and C: Two zero-shot LLMs, with one
version including an intermediate LLM generated
summary, were used for the post and timeline sum-
maries using prompts with clinical directions.

• Llama ZS Summary: Zero-shot prompting on
single posts (Task B) and timelines (Task C).
The model is instructed to identify the dom-
inant and secondary self-states and highlight
the central organizing ABCD aspects that drive
the state along with their interplay, including
guidance through definitions.

• Llama ZS w/ Intermediate Summary: A two-
layer LLM approach following Song et al.
(2024b), where first a post-level (Task B) or
a timeline-level (Task C) concise summary is
produced with zero-shot prompting, and then
this summary is used as in Llama ZS Summary
to generate the self-states summary.

6.3 Results

This section presents results and an overview of
system submissions, focusing on the best run.3

System Characteristics The majority of sub-
missions took a pipeline approach, using predic-
tions from an earlier subtask to inform the next
(e.g. use predicted evidences and scores to guide
summarization). More than a third of teams used
Retrieval Augmented Generation (RAG) through
dense retrieving examples from the training set for
in-context learning. Most used clinical information
provided in the shared task description document
in their prompts, and a few explored incorporat-
ing additional domain knowledge during feature
extraction, prompt design, and data augmentation
(Seq2Psych, CIOL, BLUE).
Model Characteristics A few teams employed
Pretrained Language Models (PLMs), mostly for
evidence extraction (MMKA, Seq2Psych). About
a third used traditional approaches, such as KDE

3For details of each submission and information about
model families, sizes, and context lengths, see Appendix B.

MSE (↓) F1 (↑)Teams All Min. Imp. Ser.

Aquarius 2.01 1.25 3.11 2.16 0.37
BLUE 2.26 2.06 3.69 1.41 0.39
BULUSI 1.92 0.65 1.19 3.04 0.35
CIOL 3.99 2.89 0.49 7.31 0.12
CSIRO-LT 2.04 1.08 3.68 1.82 0.34
EAIonFlux 2.08 2.11 3.71 1.77 0.32
ISM 2.76 2.74 5.00 1.93 0.32
MMKA 6.61 4.95 11.76 4.22 0.26
NoviceTrio 13.83 18.62 11.59 3.16 0.14
PsyMetric 3.23 3.28 6.63 2.52 0.30
ResBin 8.02 1.89 3.71 20.26 0.19
Seq2Psych 3.27 2.63 1.38 4.98 0.19
uOttawa 2.62 2.91 4.03 2.28 0.30
Zissou 3.14 3.09 4.32 2.91 0.34

Mode 7.30 0.47 1.31 19.20 0.13
Llama ZS Single-Post 4.22 3.20 3.66 4.67 0.26
Llama ZS 5-Post 4.46 7.06 3.20 1.67 0.27
BERT Post-level 2.90 2.81 2.32 3.39 0.14
BiLSTM 5-Post (BERT) 4.56 5.34 1.01 5.68 0.13

Table 3: Results on Task A.2 (well-being score pre-
diction). In addition to overall MSE, performance on
posts in different well-being score ranges are reflected
by MSE computed over posts in the minimal impair-
ment to functioning, impaired functioning, and serious
impairment to functioning ranges, and macro F1.

for sampling (ISM) and random forests for span
classification (CIOL) and well-being score predic-
tion (ResBin). All teams used LLMs in at least
one task. LLMs have mostly been used to directly
generate predictions, but also for feature extrac-
tion (Seq2Psych). Participants developed systems
on private and self-hosted instances, without using
Cloud APIs. All employed LLMs were generalist
models, generally 9B or smaller in size (42%), and
the majority can model long contexts of over 100k
tokens (58%).

Task A.1: Results for evidence identification are
in Table 2. Instruction prompting with demonstra-
tions proved effective, as shown in the system that
achieved top recall and length-weighed recall (uOt-
tawa). Most submissions followed this approach,
although finetuned PLMs continue to be perfor-
mant (MMKA). Systems that achieve high recall
on adaptive tend to also perform well on maladap-
tive spans. Across the board, systems were better
at identifying evidence for maladaptive self-states
than adaptive ones, with the exception of EAIon-
Flux, which targets retrieval and achieves the same
performance level on both self-state categories.

Task A.2: Results for well-being score prediction
are in Table 3. The best-scoring system used an op-
timized weighted LLM ensemble (BULUSI). Sys-
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Task B Task C
CS EA CT (↓) CS CT (↓)

Aquarius .88 .69 .78 .92 .88
BLUE .91 .59 .53 .95 .54
BULUSI .87 .81 .81 .94 .71
CIOL .61 .81 .97 .61 1.0
CSIRO-LT - - - - -
EAIonFlux .89 .76 .78 .91 .76
ISM .86 .76 .78 .85 .83
MMKA - - - - -
NoviceTrio .69 .17 .89 .86 .60
PsyMetric .70 .47 .56 .93 .35
ResBin .76 .67 .84 .90 .82
Seq2Psych - - - - -
uOttawa .86 .70 .83 .94 .71
Zissou .85 .74 .77 - -

Llama ZS Summary .88 - .85 .88 .80
Llama ZS w/ Inter. Summary .89 - .84 .94 .58

Table 4: Results on Task B (post-level) and Task C
(timeline-level). Summaries are assessed primarily on
mean consistency to gold summaries (CS). We addition-
ally report entailment by extracted evidences (EA) on
post-level, and contradiction to gold summaries (CT).

tems that incorporate extracted evidence or jointly
predict evidence and score tend to achieve better
MSE (Aquarius, EAIonFlux), but tackling more
than two subtasks in the same prompt remains chal-
lenging. Given this task’s sequential nature, teams
also explored using timeline-based features (CIOL)
and person-contextualized modeling (Seq2Psych).
Overall, systems that excel at posts in the impaired
functioning range (5 to 6) also tend to excel at those
indicating minimal impairment (7 to 10).
Tasks B & C: Table 4 shows results for post-
level and timeline-level summarization. Almost all
teams used LLMs, except team ResBin who fine-
tuned long-context PLMs. Over half of the teams
incorporated predictions from post-level tasks as
additional well-being signals for summarization.

6.4 Performance Analysis and Discussion

Maladaptive vs Adaptive states: Figure 2 sum-
marizes the post-level self-state summary perfor-
mance across the best runs per team with respect
to the number of labeled evidence spans in the test
set. When the number of adaptive evidence spans
in a post changes, the average team performance
remains largely the same. By contrast, when the
number of maladaptive evidence increases, perfor-
mance increases. While this trend holds when the
total number of spans increases, the mean consis-
tency of the summaries clearly benefits from more
maladaptive evidence spans. This uncovers model
limitations; they more easily synthesize negative

aspects compared to positive ones, potentially due
to the latter being more subtle.

A closer look into the submissions in terms
of adaptive self-state spans identification reveals
that the top-performing teams either leverage large
70B LLMs with carefully selected demonstrations,
through RAG or otherwise, or leverage the fine-
tuning of much smaller models such as RoBERTa
with data augmentation. By contrast for maladap-
tive self-states, while few-shot learning with 70B
models and PLMs continued to work well, smaller
LLM prompting in the range of 7-9B parameters
achieved top performance. Furthermore, top sys-
tems perform better at capturing maladaptive (.71)
compared to adaptive (.59) evidence. These re-
sults demonstrate that consistent with psychology
literature (Baumeister et al., 2001), current LLMs,
especially smaller ones, remain challenged by the
task of identifying nuanced and subtle positive ex-
periences, compared to negative experiences which
are generally more salient and attention-grabbing.

Figure 2: Post-level summarization performance in
terms of average mean consistency across all teams
with respect to the number of adaptive, maladaptive and
total evidence spans (left) and histogram of posts per
total evidence span (right).

Well-being Scores: Figure 3 provides different
views to performance for well-being. As shown
in the top boxplot, average MSE is the lowest (i.e.
best) in the minimal impairment to functioning
(scores 7-10) group. However, the middle line chart
shows that the aggregate performance in terms of
post-level self-state summarization for this group
is worse compared to the group with serious im-
pairment to functioning (1-4; left) and impaired
functioning (5-6; middle). The bottom boxplot
shows that posts in this group have the lowest me-
dian number of evidence spans. These results sug-
gest that score prediction is differently impacted
by the absence of self-state evidence compared to
precise span extraction and summarization tasks;
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posts with fewer evidence (and especially adaptive
rather than maladaptive evidence) may be harder
to summarize (Figure 2), but not necessarily harder
to score on a well-being scale.

Figure 3: Distribution of average MSE per well-being
score functioning bin per team (top), average mean con-
sistency of post-level summary across well-being scores
per team (middle), and number of labeled evidence
spans per well-being bin (bottom).

Temporality and Well-being Score: In order to
assess the temporal nature of well-being score’s
evolution in an individual’s timeline, we compare
this year’s CLPsych annotations with CLPsych
2022’s (Tsakalidis et al., 2022a) MoC annotations
which are by definition longitudinal. For posts that
do not present enough relevant information about
an individual’s mental state we assigned the latest
recorded well-being score. We calculate the Spear-
man’s correlation between the clinically annotated
well-being score and the MoC seeing a statistically
significant weak negative correlation (-.38). We
further obtain a more longitudinal well-being score
version by calculating the absolute well-being fluc-
tuation between consecutive posts. The correla-
tion of this variable with MoC is a stronger (sig-
nificant) moderate correlation (.44). These results
presented in Table 5, suggest that the currently pro-
vided well-being scores are of weak longitudinal
nature, also manifesting through the lower perfor-
mance of the BiLSTM baseline compared to the
BERT Post-level baseline in Table 3.

Additionally, we append together statistics from
the: current CLPsych 2025 Task A.2, CLPsych
2022 MoC and TalkLife MoC Dataset from Tse-
riotou et al. (2024a) in Table 6. Since the mean
absolute well-being fluctuation is .91 and the stan-
dard deviation is .75, we define change in terms of

Variable Spearman’s Corr. p-value

Well-being Score -0.375 4.8e−16

Well-being Fluctuation 0.440 7.9e−12

Table 5: Spearman’s correlation of well-being scores
and fluctuation between consecutive posts with respect
to corresponding Moments of Change labels.

fluctuations to be larger or equal to 2. As shown in
the table, Reddit dataset changes are less frequent
than TalkLife ones while their timelines span a
longer period of time. Comparing this year’s labels
with other datasets’, well-being score changes are
considerably sparser than MoC (i.e. Switches and
Escalations combined) and each change on average
spans a longer time period, potentially limiting the
degree of longitudinality of the well-being score
prediction task. These findings may account for
the lower performance of teams that attempted to
tackle well-being score prediction in a temporal
way (CIOL, Seq2Psych).

Dataset
Reddit (current) Reddit TalkLife

Well-being MoC MoC
Change Switch Escalation Switch Escalation

Mean Point Time Diff. 4d 14hr 27min 2d 6hr 58min 6hr 51min 11sec
Median Point Time Diff. 2d 19hr 11min 22hr 42min 55sec 59min 38sec
Mean consecutive events 1.39 1.19 2.83 1.58 4.12
Median consecutive events 1 1 2 1 3
Mean events in timeline 2.30 1.60 3.85 1.77 4.03
Median events in timeline 2 1 2 1 1

Table 6: Well-being and MoC statistics of datasets on
time and event length.

7 Conclusion

Expanding on previous shared tasks, we intro-
duced a novel multi-task framework grounded in
the transtheoretical MIND approach. Participants
were asked to identify adaptive and maladaptive
self-states (Task A.1), predict post-level well-being
scores (Task A.2), and generate post- and timeline-
level summaries that reflect psychological progres-
sion (Tasks B and C). Systems using LLMs were
able to identify both adaptive and maladaptive
states although an asymmetry was observed in fa-
vor of maladaptive states.

Future directions could address the more longi-
tudinal nature of well-being by reformulating the
task towards a more temporal one and exploring
temporal models that focus on capturing sparser
and more subtle changes over longer time periods
as well as amplify the signal of adaptive behavior
which is important in achieving and monitoring
better therapeutic outcomes.
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Limitations

As in the vast majority of prior work leveraging
social media for individual-level mental health as-
sessments, this year’s shared task involves individ-
uals who generated content in self-selected online
communities. The present tasks were conducted
using social media posts made on various mental
health-related subreddits in the English language,
by users who willingly self-disclosed their thoughts
and feelings. Generalization of the approaches pre-
sented in this work to other contexts and in other
languages remains an open area of research.

Annotation was performed over 40 relatively
short timelines due to the annotation load for clin-
ical experts. This potentially hinders the perfor-
mance of smaller supervised models, still leaving
open questions around their true potential. Addi-
tionally, although the well-being score was anno-
tated on the post-level with full timeline content
visibility, the longitudinal manifestation of individ-
uals’ well-being remains underexplored. Since the
annotation process involved selection of the most
salient available adaptive and maladaptive spans for
each ABCD element, this task does not yet explore
the more nuanced selection of additional evidence
spans and their connection to one another.

Although the dynamic evolution of self-states
was to some extent addressed in this work with
respect to summarization, there is still need to ex-
plore such dynamic progression through the lenses
of other tasks such as monitoring and dialogue
tracking. Finally, multimodality, which provides
important cues especially in the clinical setting in
terms of the manifestation of self-states, remains
for now a future direction.

Ethics

This year’s tasks explored the prediction of well-
being scores from online posts of users over time,
as well as the extraction of adaptive and maladap-
tive evidence spans and further summarization of
self-state information at the post and timeline lev-
els. This multi-task framework is grounded in the
MIND scheme (Slonim, 2024) that views human
experience as consisting of self-states fluctuating
over time. Each self-state constitutes of identifiable
units characterized by specific combinations of Af-
fect, Behavior, Cognition, and Desire (ABCD).

While the evidence extraction and summaries
provide some guidance with respect to ABCD el-
ements and maladaptive and adaptive states, this

cannot be used for diagnostic purposes, especially
without the involvement of human experts. Adap-
tive and maladaptive evidence extracted by such
models should be reviewed by clinical experts or
used in the loop to augment their capacity by effi-
ciently presenting information to them.

Additionally, the task cannot make any claims
about the potential evidence providing explanations
for well-being scores. Rather, it forms a research
direction towards making causal links between the
two, paving the way towards language models that
can better reason along their decision making pro-
cess.

In terms of data, even though we are using pub-
licly available content from Reddit, we prohibited
its redistribution and the use of any third-party
LLMs that would require sending (part of) the in-
formation to the provider’s servers, to ensure pro-
tection of the sensitive content.
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Appendix A Annotation

A.1 Annotation Interface

Figure 4 shows a screenshot of the annotation
platform INCEpTION (Klie et al., 2018), which
we adapted for our task. INCEpTION provides
a user-friendly interface that enables annotators
to efficiently assign labels and categories directly
onto text segments. By customizing the annotation
schema and label sets, we streamlined the annota-
tion process, enhancing precision and consistency
aligned with our research objectives.

A.2 MIND Framework

Table 10 shows categories and sub-categories
within the framework.

A.3 Further IAA Measures

We complement the standard inter-annotator agree-
ment measures reported in Section 4.2 with addi-
tional consistency metrics.

We first calculate relaxed pairwise F1 scores
over spans identified in Task A.1 (State Evidence),
following the previous CLPsych shared task (Chim
et al., 2024) and established practices (Hripcsak
and Rothschild, 2005; Deleger et al., 2012). In
this relaxed metric, a minimal overlap of one to-
ken between spans is considered a match. Results
are summarized in Table 7. These values indi-
cate lower agreement compared to CLPsych 2024,
likely due to the broader, more comprehensive na-
ture of our task. Furthermore, we calculate the
agreement between the annotators using the same
metrics employed for system evaluation, recogniz-
ing that inter-annotator agreement serves as an es-
sential reference point or upper bound for assessing
system performance.

Span Type F1
Adaptive spans .51
Maladaptive spans .58
Overall (micro-average) .56

Table 7: Relaxed pairwise F1 agreement for Task A.1.

Our findings, detailed in Table 8, emphasize the
complexity of the annotation tasks and underscore
that achieving high agreement is challenging even
for clinically informed annotators. Thus, achieving
performance close to these inter-annotator agree-
ment values can be considered as approaching the
maximum attainable performance for these tasks.

Metric Task Value
BERTScore recall A.1 0.469
BERTScore weighted recall A.1 0.387
Mean squared error (MSE) A.2 2.913
Macro F1 A.2 0.403

Table 8: Inter-annotator agreement over 23 posts using
the system evaluation metrics. Note that recall measures
were averaged across both comparison directions to re-
flect the symmetric nature of inter-annotator agreement.

Appendix B Participant Submissions

This section presents an overview of the registra-
tion process (§B.1), individual systems (§B.2) from
each participating team and provides an overview
of methods (§B.3).

B.1 Registration Process

The registration process consisted of three stages:
a) completing an individual and a team registration
through an online form, b) reading and signing a
data sharing agreement, and c) receiving access
instructions for training data stored in a password-
protected compressed file. During stage a) the or-
ganizing team assisted participants looking for col-
laborators in the team-forming process. For b),
the data sharing agreement asked the teams to de-
termine the password-protected private storage of
the data, while restricting explicit or implicit data
distribution through third party LLM platforms.

Team #Members Task A Task B Task C Paper submitted
Aquarius 5 2 2 2 X
BLUE 3 3 3 3 X
BULUSI 2 3 3 3 X
CIOL 3 1 2 2 X
CSIRO-LT 4 3 - -
EAIonFlux 2 2 2 2 X
ISM 2 2 2 2 X
MMKA 4 2 - - X
NoviceTrio 3 1 1 1
PsyMetric 2 1 1 1
ResBin 2 1 1 1 X
Seq2Psych 6 3 - - X
uOttawa 4 3 3 3 X
Zissou 7 1 1 - X
Total 49 28 21 20 11

Table 9: Team information and submissions for the
CLPsych 2025 shared task.

Each team was allowed up to three submissions
for the official team results. Additional submis-
sions were allowed in order to facilitate ablation
and further analysis by the teams. Upon receiving
the submissions, results were returned within 24
hours based on our evaluation metrics (§5) on a test
set of 10 timelines (§4). A summary of the team
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specifics including the number of submissions is
provided in Table 9.

B.2 Individual Team Submissions

Aquarius Wang et al. (2025) integrated extracted
evidence to guide well-being score prediction and
summarization. For evidence span identification,
they used fine-tuned Qwen2.5-7b (Yang et al.,
2024a) to explore a sentence classification and a
span generation approach. Then, they combined
the content of each post with extracted evidences
for well-being score prediction. For post-level
and timeline-level summarization, the team em-
ployed Qwen2.5-32B, using as input post content,
extracted evidences, predicted score(s), and a re-
trieved annotated example from the train set that
had the highest embedding similarity.

BLUE Sandu et al. (2025) utilized a range of
LLMs, prompting strategies, and machining learn-
ing approaches to the tasks. For evidence extraction
they achieved the highest recall using Gemma 2 9B
(Team et al., 2024) coupled with a default prompt,
providing instruction for the task without including
definitions of concepts or additional context, while
the same model performs the best for well-being
scoring using an expert prompt based on emotional,
cognitive, and behavioral indicators. For post-level
and timeline-level summarization, LLaMA 3.2 3B
(Grattafiori et al., 2024) utilizing the default prompt
performed best.

BULUSI For evidence extraction, Ravenda et al.
(2025) formed candidate segments and then ex-
tracted the most relevant ones using retrieval based
on the training evidence which were fed in three
(22-72B) LLMs for consensus self-state classifica-
tion with in-context learning. For well-being score
prediction, the team explored three strategies for
aggregating LLM predictions: an average ensem-
ble, an Oracle-style meta-model, and an optimized
weighted ensemble minimizing mean squared er-
ror while accounting for missing values. The op-
timized ensemble yielded the best result. Finally,
for post and timeline-level summarization the team
used post(s) content, predicted self-state segments,
and retrieved top five relevant example posts to
prompt the LLM.

CIOL Hoque et al. (2025) extracted evidence
spans of adaptive and maladaptive self-states using
Random Forest classifiers on thousands of TF-IDF
features. For well-being score prediction they for-

mulated a supervised approach through Gradient
Boosting regression on sentiment and ratio-based
features reflecting the relationship between adap-
tive and maladaptive evidence. For post-level sum-
maries they DPO-finetuned Qwen2.5-7B-Instruct-
1M (Yang et al., 2024a). This was followed by
a few-shot prompting strategy guiding the model
to identify the dominant self-state determining the
ABCD elements based on evidence spans and well-
being scores. This approach was extended on the
timeline-level by fine tuning the post-level model
above on timeline-level examples. Then they used
this model to generate summaries based on a nar-
rative arc analysis framework that treats each time-
line as a psychological development trajectory. For
an extension of the timeline-level summary their
prompt directs the model to identify temporal self-
state patterns and changes, highlighting key transi-
tions between states.

EAIonFlux Antony and Schoene (2025) pro-
posed systems based on vector similarity retrieval
of relevant in-context demonstrations for LLM
prompting. They used LLaMA 3.3 70B (Grattafiori
et al., 2024) and experimented with different num-
bers of retrieved examples. They built one post-
level and one timeline-level vector database (captur-
ing temporal patterns) out of the training data em-
bedding them through Linq-Embed-Mistral (Jun-
seong Kim, 2024) to capture emotional content.
Retrieval is based on cosine similarity with HNSW
(Malkov, 2018) for fast nearest neighbor search.
For each task, a task-specific module generates
prompts and processes outputs tailored to the dif-
ferent objectives, and predictions from previous
task(s) are integrated into the next ones.

ISM Tran and Matsui (2025) explored in-context
learning with Llama-3-8B, using random sampling
followed by Gaussian kernel density estimation to
select training data instances as demonstration. The
team jointly modeled post-level tasks in the same
prompt, and focused on summarization only in the
prompt for timeline-level generation.

MMKA Chakraborty et al. (2025) focused on
Tasks A.1 and A.2. They fine-tuned a RoBERTa
classification model (Liu et al., 2019) to extract
adaptive and maladaptive self-states at the token
level, augmenting the training data using nlpaug
and implementing post-processing to obtain the
most frequent label per sentence. For well-being
score generation (with a justification generation),
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Figure 4: A screenshot from our annotation interface, leveraging the INCEpTION platform. Example timeline is
reduced and paraphrased due to the sensitive nature of the data.

Category Sub-Categories
Adaptive Example Maladaptive Example

Affect Type of emotion expressed by a person.
Calm/Laid back, Emotional Pain/Grieving,
Content/Happy, Vigor/Energetic,
Justifiable Anger/Assertive Anger, Proud

Anxious/Tense/Fearful, Depressed/Desperate/
Hopeless, Mania, Apathetic/Don’t care/Blunted,
Angry (Aggressive, Disgust, Contempt), Ashamed/Guilty

Behavior

Behavior of the self with the Other (BO)
The person’s main behavior(s) toward the other.

Relating behavior, Autonomous behavior
Fight or flight behavior,
Overcontrolled/controlling behavior

Behavior toward the Self (BS)
The person’s main behavior(s) toward the self.

Self-care behavior
Self-harm/Neglect/
Avoidance behavior

Cognition

Cognition of the Other (CO)
The person’s main perceptions of the other.

Perception of the other as related,
Perception of the other as facilitating autonomy/
competence needs

Perception of the other as detached or over attached,
Perception of the other as blocking autonomy needs

Cognition of the Self (CS)
The person’s main self-perceptions.

Self-acceptance and self-compassion Self-criticism

Desire The person’s main desire, need, intention, fear or expectation.
Relatedness, Autonomy and adaptive control,
Competence, Self-esteem, Self-care

Expectation that relatedness need will not be met,
Expectation that autonomy needs will not be met,
Expectation that competence needs will not be met

Table 10: ABCD elements (Categories) with explanations, and their sub-categories.

they used RAG to select the top-k most simi-
lar posts to the current one using all-MiniLM-
L6-v2 for embeddings. These were included for
in-context learning with DeepSeek-7B (Bi et al.,
2024). In post-hoc analysis, they found random for-
est regression yielding better results than the LLM
approach.

ResBin B and Patil (2025) explored diverse ap-
proaches: they used Mixtral-8x7b (Jiang et al.,
2024) for evidence extraction, obtained embed-
dings from PLMs such as MentalBERT to train ran-
dom forest classifiers for well-being score predic-
tion, fine-tuned Longformer (Beltagy et al., 2020)
for post-level summarization with predicted evi-
dences and post content as input, and fine-tuned
Pegasus-X-Large (Phang et al., 2023) for timeline-
level summarization with timeline content as input.

Seq2Psych Soni et al. (2025) focused on Task
A, leveraging principled baseline features, such
as Situational 8 DIAMONDS (S8D) and Person-
Level Traits (PLT) including resilience quantifi-
cation utilizing the Resilience through Language
Modeling (ReLM) framework. For S8D, the team

used the Deepseek-R1 (Guo et al., 2025) model
with few-shot prompting to infer eight situational
dimensions at the post-level. Using different fea-
ture combinations they fine-tuned the HaRT model
(Soni et al., 2022) which processes temporal user
language, to generate person-contextualized em-
beddings towards well-being score prediction and
sentence-level binary adaptive/maladaptive classifi-
cation.

uOttawa Chan et al. (2025) applied prompt en-
gineering techniques with Llama-3.3-70B-Instruct
to address all four subtasks. They compared var-
iedly structured zero-shot, one-shot, and few-shot
prompts, finding one-shot to be most performant
for evidence extraction and post-level summariza-
tion, and few-shot to be best for well-being score
prediction and timeline-level summarization.

Zissou Kim (2025) prompted a 4-bit quantized
Gemma-2 9b (Team et al., 2024) with few-shot
learning and presented an approach that explored
the impact of preprocessing on span extraction.
Each post was divided into sentences, identifying
only the important sentences, and then classified
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as adaptive or maladaptive through prompting with
self-state definitions. Providing the previous sen-
tence context improved performance. For the other
tasks, they generated post summaries and well-
being scores based on the list of classifications and
post text also with few-shot prompting.

B.3 Overview

We outline methods used in the best run per team
in Table 11. For a complete picture of each team’s
approaches, including ablations, please refer to
their respective paper. We consider whether a sys-
tem:

• LLM: Uses a large language model.

• PLM: Uses a pretrained language model.

• ML: Uses traditional machine learning, focus-
ing on algorithms (e.g. random forest) and ex-
cluding techniques (e.g. feature engineering).

• RAG: Uses retrieval augmented generation, fo-
cusing on automatic retrieval and excluding
manually selected examples.

• Pipeline: Involves an approach where predic-
tions from at least one task are used in predic-
tions for another. Excludes joint modeling that
happens in the same step.

• Domain: Involves explicit domain knowledge
beyond what was provided in the shared task
documents provided to all participants.

• Temporal: Involves explicit modeling of tem-
porality/relationship between posts within a sin-
gle timeline in Tasks A and B. Excludes cases
of contextual modeling within an individual
post (e.g. between sentences in one post).

Team LLM PLM ML RAG Pipeline Domain Temporal

Aquarius X X
BLUE X
BULUSI X X X
CIOL X X X X X
EAIonFlux X X X
ISM X X X
MMKA X X X
ResBin X X X X
Seq2Psych X X X X
uOttawa X
Zissou X X
Total 11 3 3 4 6 2 2

Table 11: Methods in each team’s top submission.

LLMs Every team in this year’s shared task used
an LLM to tackle at least one subtask. Focusing
on the best run per team, we categorize the types

of models used, counting each model once per sub-
mission per team. We summarize the model type
(Figure 5), context length (Figure 6), and size in
terms of parameter count (Figure 7).

Figure 5: LLMs used in best runs of official submissions,
grouped by model family and lineage.

Figure 6: Maximum number of tokens that can be fed
into the employed models.

Figure 7: Size of employed models. We use the active
parameter count for mixture-of-expert models.

Compared to the previous shared task which ex-
plored how well open LLMs can be leveraged to
identify and synthesize textual evidences (Chim
et al., 2024), we see noticeable increases in (1)
model family diversity, (2) context length, and (3)
use of retrieval augmented generation.

While LLaMA remains the most popular model
family, many submissions leveraged alternatives
such as Qwen and DeepSeek. The maximum the-
oretical context length that can be handled has in-
creased from 32K to 1M tokens, and the majority
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of models used in the top submission this year have
a context length in the 100K to 150K token range.
These changes highlight the rapid technological
progress in open LLMs and long context models,
as well as opportunities to advance mental health
modeling over longer horizons.

Appendix C Baselines

This section outlines implementation details of our
baseline models (§6.2). In LLM-based methods,
we employ Llama 3.1-8B-Instruct.

C.1 Task A.1

For the Llama ZS Single-Post and Llama ZS 5-Post
baselines we used the prompts presented in Listings
1 and 2 respectively. The LLM generated outputs
in JSON. We used top-p sampling with temperature
(p=.9, t=.01), permitting decoding up to 550 new
tokens.

After hyperparameter tuning the following pa-
rameters were used for BART Single-Post and
BART 5-Post: learning rate = 2e−5, epochs = 10.
BERTScore recall was used for best model selec-
tion. We used BART-base.4

C.2 Task A.2

For the Llama ZS Single-Post and Llama ZS 5-Post
baselines we used the prompts presented in Listings
3 and 4 respectively. The LLM generated outputs
in JSON. We use top-p sampling with temperature
(p=.9, t=.01), permitting decoding up to 100 new
tokens.

BERT Post-level was fine-tuned end-to-end with
a regression head to predict well-being scores as
a regression task. After hyperparameter tuning
the following parameters were used for this model:
learning rate = 2e−5, epochs = 15. We used
BERT-base-uncased 5. MSE was used for best
model selection.

For the BiLSTM 5-Post (BERT) model, the fol-
lowing parameters were selected after hyperpa-
rameter tuning: num_layers= 1, dropout= .25,
hidden_size= 100, learning rate = 1e−4, epochs=
100. The [CLS] BERT representation token for
each post was produced using off-the-shelf BERT-
base-uncased. While the 5 latest posts (4 recent +
current) were used for the BiLSTM sequence, only
the score for the current post was predicted. In the

4https://huggingface.co/facebook/bart-base
5https://huggingface.co/google-bert/bert-base-uncased

absence of 4 posts in recent history padding was
used. MSE was used for best model selection.

C.3 Task B & C
For Task B the Llama ZS Summary and Llama
ZS w/ Intermediate Summary baselines we used
the prompts presented in Listings 5 and 6 respec-
tively. The corresponding prompts for Task C are
presented in Listings 7 and 8 respectively. We use
top-p sampling with temperature (p=.9, t=.1), per-
mitting decoding up to 300 new tokens.
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Your goal is to identify and extract any sentence from the following social media
post which demonstrates an adaptive or maladaptive self -state of the user.

Definitions:
- ** Adaptive Self -State** pertains to aspects of Affect , Behaviour , and Cognition

towards the self or others , which is conducive to the fulfillment of basic
desires/needs , such as relatedness , autonomy , and competence.

- ** Maladaptive Self -State ** pertains to aspects of Affect , Behaviour , and Cognition
towards the self or others that hinder the fulfillment of basic desires/needs.

Instructions:
- Extract only the specific sentence spans from the post.
- Do not return these instructions or the entire post in your output.

Post Content: {post}
Output:

{
"Adaptive ": ["list of adaptive spans"],
"Maladaptive ": ["list of maladaptive spans "]

}

Listing 1: Prompt for Task A.1’s Llama ZS Single-Post baseline.

Your goal is to identify and extract any sentence from the following social media
posts which demonstrates an adaptive or maladaptive self -state of the user.

Definitions:
- ** Adaptive Self -State** pertains to aspects of Affect , Behaviour , and Cognition

towards the self or others , which is conducive to the fulfillment of basic
desires/needs , such as relatedness , autonomy , and competence.

- ** Maladaptive Self -State ** pertains to aspects of Affect , Behaviour , and Cognition
towards the self or others that hinder the fulfillment of basic desires/needs.

Instructions:
- Extract only the specific sentence spans from the last post.
- Do not return these instructions or the entire post in your output.

Post Content: {posts}
Output:
{

"Adaptive ": ["list of adaptive spans"],
"Maladaptive ": ["list of maladaptive spans "]

}

Listing 2: Prompt for Task A.1’s Llama ZS 5-Post baseline.
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Your goal is to analyse and score the following social media post according to the
wellbeing scale below.

# Wellbeing Scale
- **10** No symptoms and superior functioning in a wide range of activities.
- **9** Absent or minimal symptoms (eg., mild anxiety before an exam), good

functioning in all areas , interested and involved in a wide range of activities.
- **8** If symptoms are present , they are temporary and expected reactions to

psychosocial stressors (eg., difficulty concentrating after family argument).
Slight impairment in social , occupational or school functioning.

- **7** Mild symptoms (eg., depressed mood and mild insomnia) or some difficulty in
social , occupational , or school functioning , but generally functioning well , has
some meaningful interpersonal relationships.

- **6** Moderate symptoms (eg., panic attacks) or moderate difficulty in social ,
occupational or school functioning.

- **5** Serious symptoms (e.g., suicidal thoughts , severe compulsions) or serious
impairment in social , occupational , or school functioning (eg., no friends ,
inability to keep a job).

- **4** Some impairment in reality testing or communication , or major impairment in
multiple areas (withdrawal from social ties , inability to work , neglecting
family , severe mood/thought impairment).

- **3** A person experiences delusions or hallucinations or serious impairment in
communication or judgment or is unable to function in almost all areas (eg., no
job , home , or friends).

- **2** In danger of hurting self or others (eg., suicide attempts; frequently
violent; manic excitement) or may fail to maintain minimal personal hygiene or
significant impairment in communication (e.g., incoherent or mute).

- **1** The person is in persistent danger of severely hurting self or others or
persistent inability to maintain minimal personal hygiene or has attempted a
serious suicidal act with a clear expectation of death.

Instructions:
- Only return the score for the entire post.
- Do not return these instructions or the entire post in your output.

Post Content: {post}
Output:
{

"wellbeing scale ": "score"
}

Listing 3: Prompt for Task A.2’s Llama ZS Single-Post baseline.
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Your goal is to analyse and score the following social media posts according to the
wellbeing scale below.

# Wellbeing Scale
- **10** No symptoms and superior functioning in a wide range of activities.
- **9** Absent or minimal symptoms (eg., mild anxiety before an exam), good

functioning in all areas , interested and involved in a wide range of activities.
- **8** If symptoms are present , they are temporary and expected reactions to

psychosocial stressors (eg., difficulty concentrating after family argument).
Slight impairment in social , occupational or school functioning.

- **7** Mild symptoms (eg., depressed mood and mild insomnia) or some difficulty in
social , occupational , or school functioning , but generally functioning well , has
some meaningful interpersonal relationships.

- **6** Moderate symptoms (eg., panic attacks) or moderate difficulty in social ,
occupational or school functioning.

- **5** Serious symptoms (e.g., suicidal thoughts , severe compulsions) or serious
impairment in social , occupational , or school functioning (eg., no friends ,
inability to keep a job).

- **4** Some impairment in reality testing or communication , or major impairment in
multiple areas (withdrawal from social ties , inability to work , neglecting
family , severe mood/thought impairment).

- **3** A person experiences delusions or hallucinations or serious impairment in
communication or judgment or is unable to function in almost all areas (eg., no
job , home , or friends).

- **2** In danger of hurting self or others (eg., suicide attempts; frequently
violent; manic excitement) or may fail to maintain minimal personal hygiene or
significant impairment in communication (e.g., incoherent or mute).

- **1** The person is in persistent danger of severely hurting self or others or
persistent inability to maintain minimal personal hygiene or has attempted a
serious suicidal act with a clear expectation of death.

Instructions:
- Only return the score for the entire last post.
- Do not return these instructions or the entire post in your output.

Post Content: {post}
Output:
{

"wellbeing scale ": "score"
}

Listing 4: Prompt for Task A.2’s Llama 5-Post baseline.

Analyze the following social media post and identify the dominant self -state
(adaptive or maladaptive). Begin by determining which self -state is more dominant
and describe it first. For each self -state , highlight the central organizing aspect -
A (Affect), B (Behavior), C (Cognition), or D (Desire/Need)that drives the state.
Describe how this central aspect influences the other aspects , focusing on the
potential causal relationships between them. If the self -state is maladaptive ,
explain how negative emotions , behaviors , or thoughts hinder psychological needs ,
and if adaptive , explain how positive aspects support psychological needs. If both
adaptive and maladaptive states are present , describe each in turn. If only one
self -state is evident , focus solely on that. You must not make anything up. Keep the
description concise and only describe observations if they are fully supported by
the text.

Post Content: {post}
Summary:

Listing 5: Prompt for Task B’s Llama ZS Summary baseline.
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# Prompt 1 (General Summary)

Analyze the following social media post and generate the summary based on post
content. You must not make anything up. Keep the description concise and only
describe observations if they are fully supported by the text.

Post Content: {post}
Summary:

---------

# Prompt 2 (Self -State Analysis)

Analyze the following social media post summary and identify the dominant self -state
(adaptive or maladaptive). Begin by determining which self -state is more dominant
and describe it first. For each self -state , highlight the central organizing aspect -
A (Affect), B (Behavior), C (Cognition), or D (Desire/Need)that drives the state.
Describe how this central aspect influences the other aspects , focusing on the
potential causal relationships between them. If the self -state is maladaptive ,
explain how negative emotions , behaviors , or thoughts hinder psychological needs ,
and if adaptive , explain how positive aspects support psychological needs. If both
adaptive and maladaptive states are present , describe each in turn. If only one
self -state is evident , focus solely on that. You must not make anything up. Keep the
description concise and only describe observations if they are fully supported by
the text.

Post Summary: {post}
Final Summary:

Listing 6: Prompts for Task B’s Llama ZS with Intermediate Summary baseline.

Generate a timeline -based summary analyzing the evolution of self -states across all
posts in chronological order. Emphasize the interplay between adaptive and
maladaptive self -states , focusing on temporal dynamics such as flexibility ,
rigidity , improvement , and deterioration. Describe how the dominance of self -states
shifts over time , highlighting key emotional , cognitive , and behavioral changes that
contribute to these transitions. You must not make anything up. Keep the description
concise and only describe observations if they are fully supported by the text.

All Posts Content: {all_posts_concatenated}

Timeline Summary:

Listing 7: Prompt for Task C’s Llama ZS Summary baseline.

216



# Prompt 1 (General Timeline Summary)

Generate a timeline -based summary analyzing all the posts in chronological order.
You must not make anything up. Keep the description concise and only describe
observations if they are fully supported by
the text.

All Posts Content: {all_posts_concatenated}

Timeline Summary:

---------

# Prompt 2 (Self -State Analysis over Timeline)

Generate a timeline -based summary analyzing the evolution of self -states across all
posts in chronological order. Emphasize the interplay between adaptive and
maladaptive self -states , focusing on temporal dynamics such as flexibility ,
rigidity , improvement , and deterioration. Describe how the dominance of self -states
shifts over time , highlighting key emotional , cognitive , and behavioral changes that
contribute to these transitions. You must not make anything up. Keep the description
concise and only describe observations if they are fully supported by the text.

Post Summary: {timeline_summary}

Final Summary:

Listing 8: Prompts for Task C’s Llama ZS with Intermediate Summary baseline.
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