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Abstract

This study presents a systematic comparison
of three approaches for the analysis of men-
tal health text using large language models
(LLMs): prompt engineering, retrieval aug-
mented generation (RAG), and fine-tuning. Us-
ing LLaMA 3, we evaluate these approaches on
emotion classification and mental health condi-
tion detection tasks across two datasets. Fine-
tuning achieves the highest accuracy (91% for
emotion classification, 80% for mental health
conditions) but requires substantial computa-
tional resources and large training sets, while
prompt engineering and RAG offer more flex-
ible deployment with moderate performance
(40-68% accuracy). Our findings provide prac-
tical insights for implementing LLM-based so-
lutions in mental health applications, highlight-
ing the trade-offs between accuracy, computa-
tional requirements, and deployment flexibility.

1 Introduction

The increasing prevalence of mental health condi-
tions, coupled with limited access to mental health
professionals, has created an urgent need for scal-
able approaches to mental health assessment and
support. Traditional diagnostic methods in this
area often rely heavily on clinical interviews and
self-reported questionnaires, which can be time-
consuming, subject to human bias, and limited in
their reach (Chung and Teo, 2023). Recent ad-
vances in large language models (LLMs) present
promising opportunities to enhance mental health
assessment through automated analysis of text-
based data.

LLMs have demonstrated remarkable capabili-
ties in understanding and generating human lan-
guage, with recent models like GPT-4, LLaMA
2 (Touvron et al., 2023), and their derivatives
achieving unprecedented performance across vari-
ous natural language processing tasks (Brown et al.,
2020). In the medical domain specifically, LLMs

have shown potential in tasks ranging from clinical
decision support to patient education and medi-
cal documentation (Thirunavukarasu et al., 2023).
However, their application to mental health assess-
ment presents unique challenges due to the nuanced
nature of emotional expression and the critical im-
portance of accuracy in clinical contexts.

Previous research has explored various ap-
proaches to leverage LLMs for mental health
applications. Studies have investigated the use
of zero-shot and few-shot prompt strategies for
mental health text classification (Lamichhane,
2023), achieving moderate success in tasks such
as detecting stress and depression. Other work
has examined the potential of fine-tuned mod-
els for specific mental health tasks (Ezerceli and
Dehkharghani, 2024), demonstrating improved per-
formance through domain adaptation. However,
there remains a significant gap in understanding
the relative efficacy of different LLM deployment
strategies for mental health assessment tasks.

Our study addresses this gap by conducting a
systematic comparison of three distinct approaches
for mental health text classification: prompt engi-
neering (including both zero-shot and few-shot vari-
ants), retrieval augmented generation (RAG), and
fine-tuning. We evaluated these approaches using
two complementary datasets: the DAIR-AI Emo-
tion dataset, comprising 20,000 tweets labeled with
six basic emotions, and the Reddit SuicideWatch
and Mental Health Collection (SWMH), which con-
tains 54,412 posts related to various mental health
conditions.

This work makes several key contributions to the
field:

1. We provide the first comprehensive compar-
ison of prompt engineering, RAG, and fine-
tuning approaches for mental health text clas-
sification, offering insights into their relative
strengths and limitations.
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2. We demonstrate the effectiveness of LLaMA
3-based models for mental health assessment
tasks, achieving accuracy rates of up to 91%
on emotion classification and 80% on mental
health condition classification through fine-
tuning.

3. We present practical insights into the imple-
mentation challenges and resource require-
ments of each approach, informing future ap-
plications in clinical settings.

Our findings have important implications for
the development of automated mental health as-
sessment tools, suggesting that while fine-tuning
achieves the highest accuracy, both prompt engi-
neering and RAG offer viable alternatives with
different trade-offs in terms of computational re-
sources and deployment flexibility. These results
contribute to the broader goal of developing reli-
able, scalable tools to support mental health profes-
sionals and improve access to mental health assess-
ment.

In the following sections, we present related
work and background (Section 2), detail our
methodology (Section 3), present our experimental
results (Section 4), discuss their limitations (Sec-
tion 7), and conclude in (Section 5).

2 Related Work

The intersection of large language models (LLMs)
and mental health assessment represents a rapidly
evolving field with significant potential for improv-
ing healthcare delivery. This section examines the
current state of LLMs in healthcare applications
and their specific developments in mental health
contexts.

2.1 Large Language Models in Healthcare

Recent advances in LLMs have transformed their
potential applications in healthcare (He et al.,
2023). These models have demonstrated capabil-
ities ranging from clinical decision support and
medical documentation to patient education and
healthcare communication (Thirunavukarasu et al.,
2023). The emergence of domain-specific medical
LLMs, such as Med-PaLM 2 and Clinical-Camel,
has further enhanced their utility in healthcare set-
tings by incorporating specialized medical knowl-
edge and terminology (Singhal et al., 2025).

The use of LLMs in healthcare applications typ-
ically follows three main strategies: fine-tuning

existing models, prompt engineering, and retrieval-
augmented generation (RAG). Fine-tuning has
shown particular promise in specialized medical
tasks, with models achieving performance compa-
rable to healthcare professionals in diagnostic sce-
narios (Singhal et al., 2025). Prompt engineering
approaches have shown effectiveness in zero-shot
and few-shot learning contexts, allowing flexible
deployment without extensive retraining (Liu et al.,
2023). RAG methods have emerged as a promis-
ing approach for grounding LLM responses with
domain knowledge, thereby reducing hallucination
and improving reliability (Lewis et al., 2020; Gao
et al., 2023).

2.2 Mental Health Text Analysis

Mental health assessment presents unique chal-
lenges for automated analysis due to the subtle
nature of emotional expression and the critical im-
portance of accurate interpretation. Traditional ap-
proaches to the analysis of mental health text have
relied on rule-based systems and classical machine
learning techniques, often struggling to capture the
nuanced context necessary for an accurate assess-
ment (Kazdin, 2011).

Recent work has begun to explore the potential
of LLMs for mental health applications. Studies
have shown promising results in the detection of
signs of depression, anxiety, and suicidal ideation
from social media posts (Ma et al., 2024). The evo-
lution of LLM capabilities has particular relevance
for mental health research. Recent studies have
shown that advanced LLM versions can provide
human-level interpretations in qualitative coding
tasks (Dunivin, 2024) and achieve accuracy com-
parable to mental health professionals in certain
diagnostic contexts (Kim et al., 2024).

When applied to qualitative analysis, LLMs have
demonstrated the ability to perform various analyt-
ical approaches, including thematic analysis, con-
tent analysis, and grounded theory, as validated by
human experts (Xiao et al., 2023b; Rasheed et al.,
2024). This suggests potential for enhancing, rather
than replacing, traditional qualitative analysis meth-
ods in mental health research. However, these ap-
plications pose important challenges, including the
need for accurate predictions given the critical na-
ture of mental health assessment, concerns about
privacy and data security, and the importance of
maintaining therapeutic alliance in clinical settings
(Byers et al., 2023).
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Figure 1: Overview of our experimental framework comparing three LLM deployment approaches (fine-tuning,
prompt engineering, and RAG) for mental health text analysis. Each approach processes the same input data through
distinct pipelines, enabling systematic comparison of their effectiveness.

2.3 Evaluation Frameworks

The evaluation of LLMs in mental health applica-
tions requires careful consideration of both model
performance and clinical utility. Although tradi-
tional metrics such as accuracy and F1 scores pro-
vide important quantitative measures, they must be
contextualized within the broader requirements of
mental health assessment. Recent work has high-
lighted the importance of developing comprehen-
sive evaluation frameworks that consider not only
classification accuracy but also the ability of the
model to provide interpretable and clinically rele-
vant output (Xu et al., 2024).

The existing literature shows particular gaps in
understanding the effectiveness of different LLM
deployment strategies for mental health applica-
tions. Although studies have examined individual
approaches, comprehensive comparisons of fine-
tuning, prompt engineering, and RAG methods in
mental health contexts remain limited. This gap is
particularly significant given the practical consid-
erations, such as the availability of resources and
the computing requirements involved in deploying
these different approaches in clinical settings.

Furthermore, the evaluation of LLMs in mental
health applications must consider ethical implica-
tions and potential biases (Chancellor et al., 2019;
Gallegos et al., 2024). This includes ensuring that
models do not perpetuate existing biases in mental
health diagnosis and that they maintain appropriate
boundaries in therapeutic contexts. These consider-
ations inform both the choice of evaluation metrics

and the interpretation of results in mental health
applications of LLMs.

3 Methodology

This study implements and evaluates three dis-
tinct approaches for LLMs in mental health text
analysis: fine-tuning, prompt engineering, and
retrieval-augmented generation (RAG). We utilize
the LLaMA 3 model architecture, specifically the
8B parameter version, as our base model across all
experiments to ensure fair comparison. Figure 1
presents the overall pipeline of our experimental
framework. As shown in the Figure, our prompt
engineering approach investigates both zero-shot
and few-shot learning capabilities of the LLaMA 3
model for mental health text analysis.

3.1 Datasets

Our evaluation employs two complementary
datasets that capture different aspects of mental
health and emotional expression in text.

DAIR-AI Emotion Dataset The DAIR-AI (Sar-
avia et al., 2018) dataset comprises 20,000 tweets
labeled with one of six fundamental emotions: joy,
sadness, anger, fear, love, or surprise. During
our experiments, we maintain the original paper’s
data split: training set: 16,000 samples (80%); val-
idation set: 2,000 samples (10%); test set: 2,000
samples (10%). Table 1 shows a sample of the
DAIR-AI dataset.
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Sample Text Label
i can go from feeling so hopeless to
so damned hopeful just from being
around someone who cares and is awake

sadness

im grabbing a minute to post i feel
greedy wrong

anger

i am ever feeling nostalgic about
the fireplace i will know that it is
still on the property

love

ive been taking or milligrams or
times recommended amount and ive
fallen asleep a lot faster but i
also feel like so funny

surprise

i feel as confused about life as a
teenager or as jaded as a year old
man

fear

i have been with petronas for years
i feel that petronas has performed
well and made a huge profit

joy

Table 1: Samples and labels from the DAIR-AI Dataset.

Reddit SuicideWatch and Mental Health Col-
lection (SWMH) The SWMH (Ji et al., 2021)
dataset contains 54,412 Reddit posts that discuss
various mental health conditions. Each post is la-
beled with one of the following categories: depres-
sion, anxiety, bipolar disorder, or suicidal ideation.
The dataset is divided by the authors that pub-
lished it as follows: training set: 34,824 samples
(64%); validation set: 8,706 samples (16%); test
set: 10,882 samples (20%). Table 2 presents a
sample of the SWMH dataset.

3.1.1 Data Preprocessing
We conduct a preprocessing step on both datasets
to ensure data quality and standardization. 1) Re-
moval of URLs, user mentions, and special charac-
ters. 2) Standardization of text encoding to UTF-8.
3) Truncation of texts exceeding the model’s maxi-
mum token limit (2048 tokens). 4) Verification of
label consistency and removal of any samples with
ambiguous or missing labels.

3.2 Experimental Setup

Our experiments are run on A100 GPU with 83.48
GB of RAM and 200 GB of disk space on Google
Colab Pro+. We use the 8B parameter version of
LLaMA 3 (Grattafiori et al., 2024), applying 4-bit
quantization to optimize memory usage while pre-
serving model performance. The base model con-
figuration includes a float16 precision for com-
putational efficiency and a LLaMA tokenizer with
right-padding and end-of-sequence tokens. During
fine-tuning, we used the following hyperparam-
eters: learning rate: 2e-4 with cosine schedule;

Sample Text Label
Wanting to skip my exam on Saturday
because I’m so tired and mentally
fried that a few days off might help.

Anxiety

Do other bipolar folks have problems
with substance abuse? I’ve had
overdoses and ended up in the ICU,
and now I take my meds as prescribed.

Bipolar

Anonymous Entry: plz be nice. I’ve
become a deteriorated husk of a
person—hopefully this is my last
moment of self-awareness.

Depression

I’m pretty sure my friend is
suicidal; he keeps saying
self-hating things like “I’m just a
little emo prick.” What do I do?

Suicide
Watch

Table 2: Samples and labels from the SWMH Dataset.

weight decay: 0.001; batch size: 1 per device; gra-
dient accumulation steps: 8; training epochs: 1;
maximum steps: -1.

Classification evaluations are performed using
F1 score, precision, and recall as our main metrics.

3.3 Fine-tuning
Our fine-tuning approach adapts the LLaMA 3
model to the specific requirements of mental health
text analysis while maintaining computational ef-
ficiency. Figure 2 illustrates the fine-tuning archi-
tecture and process flow. To address the computa-
tional challenges of fine-tuning large models, we
employed Low-Rank Adaptation (LoRA) (Hu et al.,
2021). This approach significantly reduced the
number of trainable parameters while maintaining
model performance. Our LoRA configuration in-
cluded a rank of 64 and an alpha scaling factor of
16.

3.4 Zero-Shot Prompting
We use zero-shot prompting to classify text without
providing prior examples.

We used the following prompt template for both
DAIR-AI and SWHM datasets, adjusting for the
corresponding labels.

Analyze the emotional content in the following
text and classify it into exactly one of these
categories: joy, sadness, anger, fear, love,
or surprise. Provide only the category label as
output.

Text: [input_text]

3.5 Few-Shot Prompting
In our few-shot approach, we first select random
examples and their corresponding labels from the
training set and provide them as additional input
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Figure 2: Architecture of our fine-tuning implementa-
tion, showing the integration of LoRA for parameter-
efficient adaptation, the training process flow, and the
evaluation pipeline.

to guide the model’s reasoning. We included two
examples for each label, ensuring balanced repre-
sentation across classes. Example prompt:

Task: Classify the emotional content of text into
one of these categories: joy, sadness, anger, fear,
love, or surprise.

Example 1:
Text: "Finally got my dream job after months of
trying!"
Emotion: joy

Example 2:
Text: "I miss my old friends so much it hurts."
Emotion: sadness

Example 3:
Text: "How dare they treat people this way!"
Emotion: anger

[Additional examples...]

Now classify this text:
[input_text]

3.6 Retrieval-Augmented Generation (RAG)

The success of RAG models hinges on their capa-
bility to locate and retrieve pertinent examples and
on the LLM’s proficiency in effectively using the
retrieved information. We believe that this is partic-
ularly helpful for the classification of mental health
text, where additional context and examples can
better inform the model. Since RAG can operate
with much fewer training examples than is usually
required to fine-tune an LLM model on a specific
task, we consider RAG as a middle ground between

few-shot prompting and fine-tuning.
We implement a RAG model that incorporates

relevant contextual information derived from the
training dataset during inference time. Figure 3
presents the overall architecture of our RAG imple-
mentation. It retrieves relevant examples from a
knowledge base to be used during inference time to
inform the model’s decision, which are then added
as part of the generation input.

3.6.1 Knowledge Base Construction

While implementing our model, we constructed a
specialized knowledge base to support the retrieval
process for each dataset:

Embedding Generation: We utilized the
BAAI/bge-small-en-v1.5 (Xiao et al., 2023a)
model to generate dense vector representations of
training examples. The resulting embeddings are
added to a vector database for storage and retrieval.

Vector Database: We use ChromaDB (Contribu-
tors, 2025) as our vector database. Our configura-
tion includes cosine similarity as the distance met-
ric, HNSW (Hierarchical Navigable Small World)
as the indexing method, and category labels and
source information as metadata storage.

3.6.2 Retrieval Process

During retrieval, we start by embedding the in-
put query with the BAAI/bge-small-en-v1.5 model,
then we selected the top-k nearest neighbors con-
sidering diverse examples across categories, finally,
we form an unified context using the retrieved ex-
amples. The retriever returns the three most similar
documents for each query, balancing context rich-
ness with computational efficiency.

Generation Component: The generation com-
ponent combines the retrieved context with the in-
put text to produce classification decisions. We use
the following prompt template:

Review the following examples and context:

[Retrieved Context Documents]

Based on these examples, classify the emotional
content of the following text into one of these
categories: joy, sadness, anger, fear, love,
or surprise. Provide only the category label.

Text to classify: [input_text]
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Figure 3: Architecture of our RAG model, illustrating
the flow from input processing through retrieval and
generation stages. The diagram shows how the system
integrates embedded knowledge retrieval with LLM-
based classification.

Method DAIR-AI Emotion SWMH
Accuracy F1 Accuracy F1

Fine-tuning 91% 0.87 80% 0.81
Zero-shot 49% 0.38 68% 0.67
Few-shot 39% 0.30 45% 0.57
RAG 47% 0.32 56% 0.45

Table 3: Performance comparison across methods and
datasets. F1-scores (macro) provide a balanced measure
of performance across all categories.

4 Results

Our experiments show significant performance vari-
ations across fine-tuning, prompt engineering, and
retrieval augmented generation (RAG) approaches.
Figure 4 presents the comparative performance in
all methods.

Fine-tuning achieves the best performance, with
accuracies of 91% and 80% on the DAIR-AI Emo-
tion and SWMH datasets. Notably, zero-shot
prompting emerged as the second-best performing
approach, reaching 49% and 68% on each dataset,
surpassing both the few-shot prompting and RAG.
This suggests that carefully crafted prompts can
effectively leverage the model’s pre-trained knowl-
edge for mental health text analysis, even with-
out additional examples or context. However, we
should clarify that in this study, we only used sim-
ple prompts as in the example shown in section 3.4
and kept them consistent throughout all experi-
ments.

Figure 4: Performance comparison across different ap-
proaches for both datasets. The graph shows accuracy
scores for fine-tuning, zero-shot prompting, few-shot
prompting, and RAG methods.

Table 3 summarizes the classification perfor-
mance in all methods and datasets. The perfor-
mance disparity between the different approaches
is particularly noteworthy, with the gap being more
pronounced in emotion classification compared to
the detection of mental health conditions.

Compared to prior work using relation networks
(Ji et al., 2021), our approach demonstrates a 15.3%
absolute improvement in classification accuracy
and a significant boost in F1-score on the SWMH
dataset. While the baseline relied on handcrafted
sentiment and topic modeling features for classifi-
cation, our fine-tuned LLaMA 3 model effectively
captures the intricate language nuances in mental
health discourse, yielding superior predictive per-
formance. Furthermore, our zero-shot prompting
approach (68% accuracy) surpassed the baseline’s
performance, suggesting that LLMs can general-
ize mental health-related text classification without
requiring domain-specific feature engineering.

The greater advantage of the fine-tuning ap-
proach in the DAIR-AI Emotion dataset compared
to the SWMH can be partially attributed to the
dataset sizes (54.4K vs. 20K). A larger training set
enables for a more effective fine-tuning, whereas
this advantage diminishes and may even be re-
versed with smaller training sets.

4.1 Analysis of Best-Performing Methods

A more detailed evaluation of fine-tuning, zero-
shot prompting, few-shot prompting, and RAG re-
veals distinct patterns in their effectiveness across
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different classification tasks. Table 4 presents a
comprehensive comparison of these approaches in
all classification categories.

The fine-tuned model demonstrated varying lev-
els of performance across emotion categories. It
achieved exceptional results for basic emotions
such as joy and sadness (F1-scores of 0.94 and
0.95), followed by a strong performance for anger
and fear (both 0.89). More complex emotional
states proved more challenging, with love achieving
an F1-score of 0.81 and surprise showing the low-
est performance at 0.72. For mental health condi-
tions, the model achieved the highest performance
in detecting anxiety and bipolar disorder (F1-scores
of 0.86 and 0.85, respectively) while maintaining
robust performance for depression detection (F1:
0.79).

Zero-shot prompting showed notably strong per-
formance in mental health condition detection, par-
ticularly for depression and anxiety (F1-scores
of 0.70 and 0.74). However, its performance on
emotion classification varied considerably. While
achieving moderate results for joy and sadness (F1-
scores of 0.56 and 0.58), it struggled significantly
with more nuanced emotions like love and surprise
(F1-scores of 0.25 and 0.26). The approach showed
particularly low recall for fear detection despite
high precision, indicating a conservative classifica-
tion pattern for this category.

4.2 Analysis of Less Successful Methods
The evaluation of RAG and few-shot prompting
revealed important insights about their practical
limitations in mental health text analysis. Table 5
presents the key performance metrics for these ap-
proaches.

The RAG system achieved moderate perfor-
mance levels (47% and 56% accuracy in DAIR-AI
and SWMH, respectively), with effectiveness heav-
ily dependent on retrieval quality. Performance was
strongest when highly relevant context was success-
fully retrieved (64% accuracy) but dropped signifi-
cantly with lower-quality retrievals (31% accuracy).
Few-shot prompting showed unexpectedly lower
performance compared to zero-shot approaches,
suggesting that example-based prompting may in-
troduce conflicting patterns that complicate the
classification task in mental health contexts.

Our findings indicate that while RAG and few-
shot prompting offer benefits in terms of inter-
pretability and flexibility, their current implemen-
tations face significant challenges in achieving re-

liable performance for mental health text analysis
task (Chung et al., 2023).

5 Conclusion

This study provided a systematic comparison of
fine-tuning, prompt engineering, and retrieval aug-
mented generation for mental health text classifi-
cation. Fine-tuning showed superior performance,
achieving 91% accuracy in emotion classification
and 80% in the detection of mental health condi-
tions, although at the cost of significant computa-
tional requirements. Zero-shot prompting emerged
as a viable alternative, particularly for mental
health condition detection (68% accuracy), suggest-
ing that carefully designed prompts can effectively
leverage pre-trained knowledge when fine-tuning
is not feasible. However, both RAG and few-shot
prompting showed limited effectiveness, with per-
formance heavily dependent on retrieval quality
and example selection.

These findings have important implications for
developing automated mental health assessment
tools. While fine-tuned models show promise for
reliable screening applications, their varying perfor-
mance across different emotional states and mental
health conditions suggests current approaches may
be better suited for initial assessment rather than
definitive diagnosis.

Future research directions include the inves-
tigation of hybrid approaches that combine the
strengths of multiple methods, the development
of more efficient fine-tuning techniques, and the
exploration of ways to improve the detection of nu-
anced psychological states. In addition, more work
is needed to validate these approaches in clinical
settings and across diverse populations.

6 Ethical Considerations

This study follows ethical guidelines on data us-
age, model reliability, and the responsible deploy-
ment of large language models (LLMs) for men-
tal health evaluation. The datasets used in this
research, DAIR-AI Emotion and SWMH, are pub-
licly available, ensuring transparency and repro-
ducibility. The SWMH dataset consists of pub-
licly shared Reddit posts, while the DAIR-AI Emo-
tion dataset contains labeled social media text. No
personally identifiable information (PII) was pro-
cessed, and no direct engagement with individuals
was conducted.

Automated systems carry the risk of misclassifi-
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Dataset Category Fine-tuning Zero-shot Few-shot RAG
F1 Prec/Rec F1 Prec/Rec F1 Prec/Rec F1 Prec/Rec

DAIR-AI Joy 0.94 0.94/0.93 0.56 0.80/0.43 0.35 0.35/0.35 0.44 0.82/0.30
Sadness 0.95 0.95/0.94 0.58 0.47/0.75 0.24 0.20/0.30 0.27 0.35/0.22
Anger 0.89 0.88/0.91 0.46 0.39/0.57 0.36 0.30/0.45 0.29 0.41/0.23
Fear 0.89 0.89/0.88 0.17 0.88/0.09 0.29 0.25/0.35 0.31 0.45/0.24
Love 0.81 0.80/0.82 0.25 0.26/0.25 0.22 0.20/0.25 0.30 0.44/0.23
Surprise 0.72 0.73/0.71 0.26 0.24/0.27 0.34 0.30/0.40 0.31 0.44/0.24
Average 0.87 0.86/0.87 0.38 0.40/0.36 0.30 0.27/0.33 0.32 0.45/0.25

SWMH Depression 0.79 0.78/0.80 0.70 0.59/0.84 0.52 0.74/0.40 0.40 0.45/0.36
Anxiety 0.86 0.87/0.86 0.74 0.90/0.63 0.56 0.78/0.44 0.61 0.72/0.53
Bipolar 0.85 0.87/0.83 0.62 0.88/0.48 0.63 0.80/0.53 0.40 0.45/0.36
Suicide 0.75 0.75/0.75 0.61 0.68/0.56 0.55 0.64/0.48 0.39 0.44/0.35
Average 0.81 0.82/0.81 0.67 0.70/0.64 0.57 0.75/0.47 0.45 0.52/0.40

Table 4: Detailed performance metrics for Fine-tuning, Zero-shot, Few-shot, and RAG approaches across all
categories. Precision/Recall values are presented as Prec/Rec.

Method DAIR-AI SWMH
Acc. Top Category Acc. Top Category

RAG 47% Joy (0.44) 56% Anxiety (0.61)
Few-shot 39% Anger (0.36) 45% Bipolar (0.63)

Table 5: Performance summary of RAG and few-shot
approaches. The top Category shows the highest F1
score achieved for any single category.

cation, especially in sensitive areas such as depres-
sion and suicidal ideation. Any potential applica-
tion of these models outside of research settings
would require extensive validation, supervision by
clinical professionals, and adherence to ethical and
regulatory standards to avoid misinformation or
unintended consequences.

7 Limitations

This study demonstrated the potential of large lan-
guage models for psychological assessments but
also showed a few limitations. Fine-tuning a model
as extensive as LLaMA-3 8B required significant
computational resources. This dependency on high-
end resources limits the accessibility of our ap-
proach for researchers with constrained computa-
tional capacities. Furthermore, the models were
trained and evaluated on the DAIR-AI Emotion
and SWMH datasets, which, while diverse, may
not fully capture the complexity and variability of
real-world psychological text data. This could re-
strict the generalizability of the findings to other
domains, languages, or text formats, e.g., short vs.
long text. Additionally, our study does not address
the practical integration of these tools into clinical
workflows, which would require collaboration with

domain experts and rigorous validation.
Addressing these limitations in future research

could improve the accessibility, generalizability,
and ethical applicability of LLM-based psycholog-
ical assessment tools.
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