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Abstract

This paper presents an overview of the
Perspective-aware Answer Summarization
(PerAnsSumm) Shared Task on summarizing
healthcare answers in Community Question
Answering forums hosted at the CL4Health
Workshop at NAACL 2025. In this shared task,
we approach healthcare answer summarization
with two subtasks: (a) perspective span identi-
fication and classification and (b) perspective-
based answer summarization (summaries fo-
cused on one of the perspective classes). We
defined a benchmarking setup for the compre-
hensive evaluation of predicted spans and gen-
erated summaries. We encouraged participants
to explore novel solutions to the proposed prob-
lem and received high interest in the task with
23 participating teams and 155 submissions.
This paper describes the task objectives, the
dataset, the evaluation metrics and our findings.
We share the results of the novel approaches
adopted by task participants, especially em-
phasizing the applicability of Large Language
Models in this perspective-based answer sum-
marization task.

1 Introduction

Community Question Answering (CQA) forums
such as Yahoo! Answers, Reddit, and Quora have
transformed how people access information, espe-
cially with the rise of the internet. These sources
facilitate the spread of information and knowledge
across geographical boundaries and connect people
with wide-ranging expertise and experiences. It
is therefore no surprise that users of these forums
discuss a broad range of topics, including health-
care concerns. However, within these forums, users
often struggle to find relevant and reliable informa-
tion given the plethora of answers. Further, these
forums contain answers from users with a multitude
of perspectives, such as their personal experiences
or subject knowledge, which may or may not be
relevant to what another user seeks. To this end,

Naik et al. (2024) proposed the perspective-aware
healthcare answer summarization task for CQA
forums.

As seen in Figure 1, users’ questions often re-
ceive answers from other users of CQA forums that
contain a multitude of perspectives. For example, a
user provides both a suggestion (“try a diet with low
fat and very low saturated fats”) and their personal
experience (“I’ve had the surgery and it really isn’t
a big deal”) in their answer. While such diverse
insights can be valuable, they can also be over-
whelming for users seeking specific information.
Therefore, it is important to identify such perspec-
tive spans and provide a concise perspective-based
summary of all answers (as shown in Figure 1).
This allows users to obtain information relevant to
their situation and assists them in making informed
decisions.

The investigation of novel approaches for the
task of CQA forum answer summarization has been
limited with recent works being primarily reliant
on Pre-trained Language Models (Naik et al., 2024)
such as Flan-T5, leaving the utility of Large Lan-
guage Models unexplored for the most part. Fur-
ther, the majority of previous work has been limited
by small dataset sizes (Bhattacharya et al., 2022;
Chaturvedi et al., 2024) and the lack of a uniform
benchmark. This work aims to fill this research gap
by providing an accessible resource to researchers
for developing and comparing novel techniques for
perspective-aware healthcare answer summariza-
tion.

The PerAnsSumm 2025 Shared Task focuses
on investigating novel solutions in the perspective-
aware summarization of healthcare answers in
CQA forums. This work aims to be a meaning-
ful step forward in spearheading research in this
direction and investigating the utility of recent ad-
vances in Natural Language Processing, such as the
rise of Large Language Models (LLMs) in their ap-
plication to the biomedical summarization domain.
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I was just diagnosed with gallstones in my gallblatter I really dont want to have surgery and have been told that there are other
ways to get rid of the stones so if anyone knows how im open for suggestions

Most gallstones are made of pure
cholesterol.  You might try a diet with
low fat and very low saturated fats. 

I've had the surgery and it really isn't a
big deal. If you leave the gallstones
there, they can get large enough to

damage ...

The best remedy is surgury. I had
surgery to have kidney stones

removed. The surgery isn't as bad as
you think it may be.

Have you seen a gastroenterologist? 
They can do a minimally invasive

procedure called an ERCP... freely. I
had the surgery myself about 10 years
ago... after it's over. A diet high in fat

will make gallbladder disease worse, ...
with an ERCP.

Information
Reducing saturated fats may shrink gallstones as they’re mostly made of cholesterol. Gallstone pain occurs when

the gallbladder squeezes to aid digestion on fat consumption. An ERCP procedure by a gastroenterologist can
remove stones stuck in the duct leading to the intestine.

Cause Gallstones left untreated can harm the gallbladder, causing severe infection and potentially death.

Suggestion
To eliminate gallstones without surgery, a low-fat diet, particularly low in saturated fats, as it may help reduce

pain associated with gallbladder disease. Ultimately, surgical or medical intervention like ERCP may be
necessary for complete removal if stones don’t pass naturally.

Experience
Multiple people shared their experience of undergoing surgery to remove kidney stones, assuring that the

procedure wasn’t as daunting as expected. Despite the possibility of post-operative discomfort, the relief from
the original pain was significant.

Question It was asked if the person had seen a gastroenterologist.

Question

Answers

Perspective-based Summaries

Figure 1: A description of the PerAnsSumm task with inputs and expected output. Colored spans in answers
correspond to spans of different perspectives. The spans are utilized to generate a perspective-based summary for
each class.

In this work, we present the findings of the
PerAnsSumm 2025 Shared Task, hosted by the
CL4Health Workshop at NAACL 2025. The shared
task garnered significant interest, with 100 reg-
istered participants on the CodaBench1 platform,
with 23 teams participating and submitting a to-
tal of 155 valid submissions. The remainder of
this paper describes key details of the shared task
along with our findings and brief descriptions of
the participating systems.

2 Task Description

The shared task involved two sub-tasks, (A) Span-
Identification and Classification and (B) Summary
Generation. These two sub-tasks aimed to capture
the different ways in which a user may interact with
a Community Question-Answering Forum when
filtering based on the five defined perspectives –

1Available for continued access at: https://www.
codabench.org/competitions/4312/

‘Information’, ‘Cause’, ‘Suggestion’, ‘Experience’
and ‘Question’.

TASK A – Perspective Span Identification and
Classification. In this task, the participants were
required to identify and accurately classify spans
of text in the community answers of CQA threads
according to the relevant perspective. For example,
as shown in Figure 1: Information - ‘gallstones
are made of pure cholesterol’, Experience - ‘I had
the surgery myself about 10 years ago’, Question
- ‘Have you seen a gastroenterologist’.

TASK B – Perspective-based Summarization.
In this task, participants were required to provide
a summary of all texts pertaining to the relevant
perspective class. This may be looked at as a sum-
mary of the identified perspective-based spans or
as a perspective-based summary of the answers in
the CQA thread. For example, as shown in Figure
1: Cause - ‘Gallstones left untreated can harm the
gallbladder, causing severe infection and poten-
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Size Information Cause Suggestion Question Experience

Train 2533 4823/1961 646/342 646/342 325/249 1439/845
Validation 317 643/246 108/49 549/208 42/32 170/108
Test (Seen) 317 631/242 81/45 499/188 44/31 181/100
Test (Unseen) 50 153/43 47/14 198/47 35/18 92/37

Table 1: Dataset Statistics describing the perspective-
specific span count/summaries count in the split

tially death.’

Both tasks combined to address the underlying
challenge of providing users with relevant content
that is specific to their needs, and hence, allowing
them to make informed decisions. We proposed
these tasks as complementary, as identifying rel-
evant perspective-specific spans allowed for im-
provements in the summarization task. However,
the participating teams were given the option to par-
ticipate in each task individually if they preferred.

3 Dataset

For this task, we utilized the PUMA dataset (Naik
et al., 2024), containing 3167 total questions and
9987 answers. The dataset is divided into training,
validation, and testing sets with detailed class-wise
statistics given in Table 1. The PUMA dataset was
developed using samples from the L6 - Yahoo!
Answers CQA dataset 2 filtered on the Healthcare
category. These samples were annotated by ana-
lyzing all answers for potential perspective labels
and manually writing a perspective-based summary
that is a concise representation of all perspective
spans. As a result of this annotation, the dataset
contained text spans in each answer, along with a
perspective-based answer summary for each identi-
fied perspective class label for a question sample.

Naik et al. (2024) identified five perspective
classes that correspond to the different ways in
which users respond to questions on CQA forums.
These perspectives were given as follows:

1. Cause: It underlines the potential cause of
a medical phenomenon or a symptom. It
answers the Why regarding a specific obser-
vation, offering insights to identify the root
cause.

2. Suggestion: It encapsulates strategies, rec-
ommendations, or potential courses of action
towards management or resolution of a health
condition.

2https://webscope.sandbox.yahoo.com/catalog.
php?datatype=l&did=11

3. Experience: It covers first-hand experiences,
observations, insights, or opinions derived
from treatment or medication related to a par-
ticular problem.

4. Question: It consists of interrogative phrases,
follow-up questions and rhetorical questions
that are sought to better understand the con-
text. They typically start with phrases like
Why, What, Do, How, and Did etc, and end in
a question mark.

5. Information: It encompasses segments that
offer factual knowledge or information consid-
ering the given query. These segments provide
comprehensive details on diagnoses, symp-
toms, or general information on a medical
condition.

Through our utilization of this dataset, we hope
to enable researchers to develop models which
are capable of generating perspective-guided sum-
maries for CQA answer forums. This would in
turn enable users to make informed decisions when
accessing CQA forums.

Since the original PUMA dataset was available
to researchers upon request, we further annotated
50 samples as a new test set for the PerAnsSumm
shared task. We followed the annotation guidelines
as laid out by Naik et al. (2024) to identify relevant
spans for each perspective class and manually cre-
ated summaries for the identified perspectives. Sub-
missions by the participants to the PerAnsSumm
2025 Shared Task were evaluated on this set of 50
newly annotated and unreleased samples.

4 Evaluation

In this section, we provide details about the evalua-
tion metrics used for each of the two sub-tasks in
the PerAnsSumm 2025 shared task.

Task A We evaluated submissions on 3 criteria -
Classification (Macro F1 and Weighted F-1), Strict-
matching (Precision, Recall and F-1), Proportional-
matching (Precision, Recall and F-1). The overall
score for task A combined these 3 criteria as it is
the average of the classification-weighted F-1 score,
the Strict-matching F-1 score and the Proportional-
matching F-1 score. Classification metrics were
based on framing the problem as a sample-level
multi-label classification problem. Strict matching
was defined as follows:

P =
|CorrectSpans|
|PredictedSpans| ,
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R =
|CorrectSpans|
|GoldSpans| ,

F1 =
2× P ×R

P +R
,

Proportional-matching was defined as follows:

P =

∑
len(MaximumOverlappingSpan)∑

len(PredictedSpan)
,

R =

∑
len(MaximumOverlappingSpan)∑

len(GoldSpan)
,

F1 =
2× P ×R

P +R
,

where MaximumOverlappingSpan refers to the sub-
span of a predicted span that had the maximum
overlap with each of the gold spans.

Task B Submissions were evaluated based on
two criteria using multiple automatic metrics to
assess both the relevance and the factuality of the
generated summaries. These criteria were as fol-
lows:

1. Relevance - ROUGE-1,2 and L (Lin, 2004),
BertScore (Zhang et al., 2020b), METEOR
(Banerjee and Lavie, 2005) and BLEU (Pap-
ineni et al., 2002).

2. Factuality - AlignScore (Zha et al., 2023) and
SummaC (Laban et al., 2022).

The overall score across both tasks was computed
as an average of the Task A scores, the Task B Rele-
vance scores, and the Task B Factuality scores. This
was used in computing the final leaderboard posi-
tions. Implementation and hyperparameters used
for all automatic evaluations were made available
3 to the participants before the evaluation stage.

5 Task Results

Table 2 presents the final leaderboard for the shared
task based on the best performing submission of
each team, according to the defined evaluation met-
rics. Task-wise results are given in Table 3 and
4.

In this section, we describe our findings and key
results from the submissions.

3Made available through a GitHub repository: https://
github.com/PerAnsSumm/Evaluation

⋆ Team LLMs? Score

1 WisPerMed ✓ 45.71
2 YALENLP ✓ 45.48
3 Team_ABC ✓ 45.26
4 AICOE ✓ 44.95
5 KHU_LDI ✓ 44.92
6 LTRC-IIITH ✓ 43.95
7 MNLP ✓ 43.21
8 Team Airi ✓ 42.38
9 DataHacks ✓ 42.03
10 UTSA-NLP ✗ 41.12
11 HSE NLP ✓ 40.81
12 MediFact ✓ 40.77
13 NU-WAVE ✓ 40.46
14 Roux-lette ✓ 39.96
15 Manchester Bees ✓ 39.94
16 Abdelmalak ✓ 39.07
17 Team_UMB ✗ 38.24
18 massU ✗ 38.15
19 RVK_Med ✗ 37.50
20 TrofimovaMC ✗ 36.98
21 TeamENSAK ✓ 36.41
22 CaresAI ✓ 34.05
23 LMU* ✓ 17.26

Table 2: Final leaderboard for the PerAnsSumm 2025
Shared Task in order of average performance over the
two sub-tasks. ⋆ denotes the rank column. Combined
Average is the average of the average Task A and aver-
age Task B scores. * denotes the team participates in
Task B only.

LLM usage As a part of the submission process,
we asked participants to self-disclose the use of
LLMs in their modeling approaches. Out of 23
participating teams, 18 teams disclose the use of
LLMs in some capacity, with all of the top 10 teams
utilizing LLMs. This highlights the growing preva-
lence and importance of LLMs in summarization
and other NLP tasks. The growing trend of LLM
utilization is highlighted further when compared
to a similar task related to summarization in the
biomedical domain, BioLaySumm 2024 (Goldsack
et al., 2024), where only 18 of the 52 participating
teams utilized LLMs. The rapidly evolving land-
scape of LLM research and its applications in the
biomedical domain need careful evaluation, espe-
cially given the sensitivity of biomedical data and
the related real-life implications. At the same time,
we find this usage of LLMs as a positive signal of
participants exploring novel techniques.
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∗ ⋆ Team Classification Strict-matching Proportional-matching Avg
macro weigh. Prec. Recall F1 Prec. Recall F1

1 3 Team_ABC 86.97 91.73 22.05 27.81 24.60 62.15 80.29 70.06 62.13
2 7 MNLP 85.24 90.61 13.76 27.24 18.29 65.80 84.06 73.82 60.90
3 4 AICOE 86.56 91.40 17.65 27.43 21.48 65.97 71.59 68.66 60.52
4 2 YALENLP 84.39 89.02 15.71 28.57 20.27 63.72 82.18 71.78 60.36
5 6 LTRC-IIITH 90.33 92.39 19.15 22.29 20.60 67.74 68.33 68.03 60.34
6 12 MediFact 83.61 88.87 13.83 31.43 19.21 62.22 84.93 71.82 59.97
7 1 WisPerMed 87.75 92.11 17.26 23.05 19.74 62.36 73.80 67.60 59.82
8 16 Abdelmalak 88.59 91.30 8.53 15.81 11.08 70.21 81.74 75.54 59.31
9 5 KHU_LDI 79.09 86.18 18.68 30.10 23.05 57.16 81.84 67.31 58.85
10 13 NU-WAVE 81.24 87.19 20.48 22.86 21.60 57.02 72.26 63.74 57.51
11 14 Roux-lette 81.24 87.19 20.48 22.86 21.60 57.02 72.26 63.74 57.51
12 15 Manchester Bees 82.68 87.69 22.67 19.43 20.92 55.03 70.36 61.76 56.79
13 10 UTSA-NLP 73.59 84.26 16.87 18.67 17.72 59.66 67.64 63.40 55.13
14 11 HSE NLP 80.73 87.86 14.75 18.86 16.56 66.66 54.21 59.79 54.74
15 9 DataHacks 86.35 90.44 15.99 13.52 14.65 51.49 66.78 58.15 54.41
16 8 Team Airi 84.67 88.67 19.94 12.76 15.56 49.13 61.67 54.69 52.98
17 19 RVK_Med 89.84 92.07 0.19 0.19 0.19 58.01 72.05 64.27 52.18
18 18 massU 83.16 88.54 14.29 11.43 12.70 50.85 48.30 49.54 50.26
19 17 Team_UMB 82.91 88.26 12.66 11.43 12.01 52.32 48.77 50.48 50.25
20 20 TrofimovaMC 77.00 85.79 7.28 9.52 8.25 58.14 46.30 51.55 48.53
21 21 TeamENSAK 80.69 84.94 1.69 2.10 1.87 58.23 46.02 51.41 46.08
22 22 CaresAI 74.64 83.02 7.37 8.00 7.67 47.54 36.51 41.31 44.00

Table 3: Leaderboard for Task A of the PerAnsSumm 2025 Shared Task in order of average performance. ⋆ denotes
the overall shared task rank column. ∗ denotes Task A rank column. Classification scores are F1 scores. Average for
Task A is calculated as the average of classification-weighted F1, Strict-matching F1, and Proportional-matching F1.

Comparing Task A and Task B performance
We find that teams that perform well in Task A,
which covers identification and classification, also
tend to perform comparatively better in Task B,
perspective-based summarization. It is observed
that teams often utilize substantially different meth-
ods for both the tasks, with greater reliance on
smaller pre-trained language models in the span
identification task compared to the summarization
task.

In-context learning as the new normal An
interesting observation from the submissions is
the reliance on novel in-context learning based
approaches through innovative prompting strate-
gies. Participants prefer inferencing on pre-trained
large language models, utilizing their vast train-
ing knowledge as compared to fine-tuning models
specifically for the task. This reliance is representa-
tive of the current shift in the NLP landscape from
a pre-train and fine-tune to a pre-train and inference
paradigm. This calls for the further development of
models trained specifically on specialized domains,
such as healthcare to advance research and boost
model capabilities in these specialized areas.

6 Submissions

The PerAnsSumm 2025 shared task attracted sub-
missions from 23 participating teams who made
a combined total of 155 valid submissions that
were evaluated by the task organizers. Out of these
teams, 22 teams participated in both Task A and
Task B, while 1 team participated in only Task B.
Out of the 23 participating teams, 12 teams sub-
mitted system papers. Brief summaries of the ap-
proaches taken by these teams are described in this
section. We also describe the baseline provided to
participants as a starter code.

Starter Kit: We utilized the PLASMA model (Naik
et al., 2024) as a strong starting point to the par-
ticipants. This modeling approach showed promis-
ing results in the perspective-based answer sum-
marization task (Task B). It utilized a perspective-
conditioned prompt that is generated following a
defined prompt template. Subsequently, the prompt
was fed to the Flan-T5 model (Chung et al., 2022)
with a prefix tuner to generate the summary. An
energy-driven loss function was incorporated along
with the standard cross-entropy (CE) loss to en-
force the perspective attributes in the generated
summary. This model represented the current state
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∗ ⋆ Team Relevance Factuality Avg
R-1 R-2 R-L BS MT BL Avg AS SC Avg

1 1 WisPerMed 45.15 22.10 41.02 89.91 40.95 13.47 42.10 40.85 29.58 35.21 38.66
2 2 YALENLP 46.90 23.14 42.87 88.28 44.54 15.71 43.57 37.94 27.07 32.50 38.04
3 5 KHU_LDI 45.48 20.44 40.31 90.12 39.50 14.13 41.66 42.00 26.53 34.27 37.96
4 4 AICOE 43.45 18.69 38.78 86.58 38.44 11.24 39.53 42.60 27.01 34.80 37.17
5 8 Team Airi 38.42 18.68 35.19 76.80 33.93 13.96 36.16 47.28 28.72 38.00 37.08
6 3 Team_ABC 40.01 16.49 35.78 84.06 31.87 10.60 36.47 46.01 28.34 37.17 36.82
7 9 DataHacks 37.08 16.83 33.65 77.62 33.91 11.16 35.04 44.27 28.99 36.63 35.84
8 6 LTR-IIITH 39.46 17.41 35.12 83.11 34.07 13.38 37.09 41.84 27.01 34.42 35.76
9 7 MNLP 40.22 16.39 36.08 84.93 38.85 10.70 37.86 36.17 25.53 30.85 34.36
10 10 UTSA-NLP 34.38 12.61 30.53 76.87 31.16 10.24 32.63 45.03 26.20 35.62 34.12
11 11 HSE NLP 30.84 9.61 26.03 83.36 20.62 3.81 29.05 51.50 25.78 38.64 33.84
12 17 Team_UMB 36.02 15.46 32.78 82.32 33.93 9.58 35.02 33.26 25.62 29.44 32.23
13 18 massU 36.27 15.84 33.32 82.26 34.55 9.44 35.28 32.03 25.77 28.90 32.09
14 13 NU-WAVE 38.44 16.67 33.95 82.74 33.35 12.41 36.26 32.16 23.06 27.61 31.93
15 21 TeamENSAK 30.67 12.84 27.67 69.74 25.48 11.19 29.60 41.10 25.99 33.54 31.57
16 15 Manchester Bees 29.23 9.11 24.54 77.34 21.18 4.04 27.57 47.75 23.16 35.45 31.51
17 20 TrofimovaMC 28.76 9.12 23.85 81.77 19.31 2.13 27.49 46.79 23.04 34.91 31.20
18 14 Roux-lette 37.37 15.42 32.67 82.52 32.84 11.22 35.34 31.15 22.88 27.02 31.18
19 12 MediFact 34.85 14.75 32.12 83.36 31.20 10.78 34.51 31.21 24.48 27.84 31.18
20 19 RVK_Med 30.11 11.40 27.05 81.96 26.87 8.86 31.04 33.87 24.67 29.27 30.16
21 22 CaresAI 28.00 8.45 24.31 85.00 22.06 6.12 28.99 33.14 25.21 29.17 29.08
22 16 Abdelmalak 31.32 11.30 25.56 79.88 23.40 6.34 29.63 33.84 22.70 28.27 28.95
23 23 LMU 21.48 9.05 19.42 53.51 20.32 5.95 21.62 35.64 24.71 30.17 25.90

Table 4: Leaderboard for Task B of the PerAnsSumm 2025 Shared Task in order of average performance. ⋆ denotes
the overall shared task rank column. ∗ denotes Task B rank column. Task B metrics - R-1 (ROUGE-1), R-2
(ROUGE-2), R-L (ROUGE-L), BS (BertScore), MT (METEOR), BL (BLEU), AS (AlignScore), SC (SummaC).
All metrics are F-1 scores wherever relevant. Average column is the average of the average Task B Relevance and
Task B factuality average scores.

Team Coherence Consistency Fluency Relevance Coverage

WisPerMed 4.40 4.40 4.47 4.00 4.07
YALENLP 4.73 4.53 4.60 4.20 4.40
Team_ABC 4.07 3.93 4.33 3.73 3.60

AICOE 4.27 4.00 4.40 3.73 3.80
KHU_LDI 4.53 4.67 4.67 4.33 4.53

Table 5: Human Analysis of 15 generated summaries
for the top 5 ranking teams

of the art for the task of perspective-based answer
summarization, and the source code for this model
is provided to the participants in the starter kit as a
part of the Shared Task.

WisPerMed Pakull et al. (2025) leveraged
DeepSeek-R1 (DeepSeek-AI, 2025) in a zero-shot
setting with structured prompting for Task A. They
designed a detailed system prompt instructing the
model to extract spans according to the given per-
spectives without modifying the original content.
They instruct the model to return structured out-
put for consistency and easy parsing. For Task
B, they utilized two step pipeline with sequence
classification and instruction tuning of the Mistral-

7B model (Jiang et al., 2023). In the first step of
this pipeline, they built a labeled answer dataset
by associating the spans with their corresponding
classes and using the Mistral model as a sequence
classifier. In the next step, the perspective-specific
subset of answers was used to generate perspective-
aware summaries. The team achieved first rank on
the leaderboard based on the average over Task A
and Task B metrics, and also lead performance in
Task B. Their approach exhibits close to peak per-
formance across all aspects of the two tasks leading
to a high overall rank compared to other teams’ ap-
proaches which ace one set of metrics while falling
behind on the overall task.

YALENLP Jang et al. (2025) utilized the zero-
shot capabilities of GPT-4o (OpenAI et al., 2024b)
for both Task A and Task B. They inference on
GPT-4o without fine-tuning and rely upon the ef-
fectiveness of GPT4o to capture the diverse med-
ical perspectives in CQA forums with promising
results. They highlight that the generalizability
of the GPT4o model allows for robust in-context
learning and even surpasses few-shot configura-
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tions. They also utilized a Mixture-of-Agents
(Wang et al., 2024) setup to enhance system perfor-
mance through ensembling multiple open-source
models, allowing them to compensate for the weak-
nesses of individual models. They exploited an
intermediate verification layer to refine predictions
and mitigate hallucinations. They achieved second
rank on the task leaderboard with the best score
Task B relevance metrics.

AICOE R et al. (2025) utilized a pipeline with
a combination of two closed-source LLMs infer-
enced for both Task A and Task B. For Task A, they
employed the OpenAI O1 (OpenAI et al., 2024a)
and the Google Gemini-2.0 Flash models. The
spans predicted by both these models are merged
with a preference given to the Gemini-2.0 model
based on an empirical review of performance. They
then used these predicted spans as an additional in-
put for Task B summarization using the Gemini 2.0
Flash model. They also highlight their experiments
with fine-tuned open-source LLMs.

LTRC-IIITH Marimuthu and Krishnamurthy
(2025) fine-tuned BERT-large (Devlin et al., 2019)
and RoBERTa-large (Liu et al., 2019) models
for span identification in the standard IO anno-
tation format. They demonstrate the robustness
of a fine-tuned RoBERTa model with the highest
classification-weighted F-1 score for Task A. For
Task B, they fine-tune BART-large (Lewis et al.,
2020) and Pegasus-large (Zhang et al., 2019) mod-
els with an MLM (Masked-Language Modeling)
objective for the BART model.

MNLP Lee et al. (2025) followed a two-stage
Classifier-Refiner Architecture (CRA) to improve
the classification of user-generated health re-
sponses in CQA forums. In the first stage, a clas-
sifier segments responses into self-contained snip-
pets and assigns one of five perspective classes.
If the classifier was uncertain, a refiner was trig-
gered to reassess the classification using retrieval-
augmented generation (RAG). The refiner retrieved
the two most similar training examples based on
all-MiniLM-L6-v2 sentence similarity and incorpo-
rated them as few-shot examples to enhance clas-
sification reliability. Additionally, they employed
instruction-based prompting, tone definitions, and
Chain-of-Thought (CoT) reasoning to guide the
model’s decisions and improve interpretability.

DataHacks Nawander and Reddy (2025) utilized
the Mistral 7B (Jiang et al., 2023) model as their

backbone for fine-tuning with LORA adapters. The
same configuration of fine-tuning an LLM with
Low-Rank Adaptation (Hu et al., 2022) was used
for both tasks. They perform prompt engineering
to restructure the input into the distinct sections
of Question, Context, and Answer, allowing the
model to better interpret details and leading to an
observed improvement in model performance.

Team_UMB Qi et al. (2025) employed an en-
semble learning approach combining multiple
transformer models (BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), and DeBERTa (He
et al., 2021)) through weighted averaging for Task
A. For Task B, they developed a suite of prompting
techniques to leverage a pre-trained LLM (Llama-3
(Grattafiori et al., 2024)). Specifically, they used
chain-of-thought (CoT) techniques with integrated
keyphrases and additional guidance information.
To optimize these prompts, they applied the DSPy
framework with a designed downstream evalua-
tion metric aimed at balancing relevance and fac-
tuality. Using the 0-shot MIPRO optimizer within
DSPy, they iteratively optimized prompts to en-
hance summary generation capabilities. Further-
more, they demonstrated that incorporating super-
vised fine-tuning improved the quality of generated
summaries.

MediFact Saeed (2025) presented a three-stage
hybrid pipeline for Task A consisting of weak su-
pervision with Snorkel, supervised learning with
SVM and zero-shot classification using transform-
ers. The transformer model was deployed in case of
uncertainty in the predictions of the previous stages.
For Task B, Saeed (2025) proposed an approach
consisting of extractive summarization using the
BART (Lewis et al., 2020) model and abstractive
refinement using Pegasus (Zhang et al., 2020a).

Roux-lette Antony et al. (2025) used an LLM-
based approach with semantic similarity-guided
in-context learning (ICL). For Task A, they queried
the Qwen-Turbo LLM (Qwen et al., 2025) by
prompting it with 20 In-Context Learning sam-
ples selected from the training data using NVIDIA
NV-Embed-v2 (Lee et al., 2024) text embedding
model to obtain spans for each perspective. These
spans were then processed through a matching
pipeline that attempted exact matches first, fol-
lowed by case-insensitive and fuzzy matching if
needed. For Task B, they used a similar ICL-based
approach, selecting relevant examples based on se-
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mantic similarity between the input text and train-
ing examples. The LLM leveraged these examples,
along with the extracted spans from Task A, to
generate perspective-aware summaries. The most
effective prompt asked the model to replicate the
annotation patterns observed in the ICL samples,
ensuring that the summaries maintained alignment
with human annotations.

Manchester Bees Romero et al. (2025) proposed
an approach with Iterative Self-Prompting (ISP)
with the closed source LLMs Claude and o1. They
used the models to develop prompts for itself dur-
ing inferencing in multiple iterations, allowing the
model to refine the prompts. The effectiveness of
this approach stands out with the team achieving
the highest score in strict-matching precision.

Abdelmalak Abdelmalak (2025) primarily fo-
cused on Task A. They used SpaCy to tokenize
the answers into sentences and then matched the
labels based on proportional alignment with the
reference data for training and development. Fol-
lowing this, they fine-tuned COVID-Twitter-BERT
on two tasks: one to identify relevant sentences and
the other to label each relevant sentence based on
its perspective.

LMU Agustoslu (2025) participated only in Task
B and evaluated a set of different prompting tech-
niques for the summarization task. They achieved
high performance in relevancy metrics through the
use of fine-tuning and few-shot learning based ap-
proaches. Competitive performance was achieved
in the factuality metrics by deploying a variant
of Chain-of-thought reasoning known as SumCoT,
which was designed for element extraction and text
summarization tasks.

Human Analysis We conducted a thorough hu-
man analysis of the summaries by the top 5 teams
based on five criteria defined by Fabbri et al. (2021).
The human annotator annotates 15 summaries gen-
erated by the top 5 teams for this evaluation on a
Likert scale from 1-5. These criteria are as follows:

1. Coherence- Is the generated summary coher-
ently framed?

2. Consistency- Is the summary logically im-
plied by the source answer?

3. Fluency- How well-formulated is the sum-
mary gramatically?

4. Relevance- Does the summary include only
relevant and non-redundant information from
the source answers?

5. Coverage- How well is the particular perspec-
tive covered in the summary?

The results of the human analysis based evalua-
tion are given in Table 5. Based on this evaluation,
we identified Team YALENLP (Jang et al., 2025)
and Team KHU_LDI as consistently producing the
highest quality of summaries. This observation is
consistent with our evaluation using the automatic
metrics where Team YALENLP (Jang et al., 2025)
achieved the best scores in the relevance metrics.
The high fluency and coherence scores for all teams
are expected outcomes of using LLMs for gener-
ation, as these models are capable of producing
high-quality, grammatically correct English text.
However, relevance remains a weak point for all
submissions, as the models often produce elabo-
rate, unrelated, and irrelevant content. Consistency
scores indicate how well the model follows the
flow and logic of the user’s answers, with Team
KHU_LDI performing the best in this metric. Cov-
erage is strong for some models, while others often
miss key pieces of information, an issue that we be-
lieve can be mitigated by more effective utilization
of the predicted spans as input.

7 Conclusion

This work presents an overview of the Per-
AnsSumm 2025 Shared Task, organized at the
CL4Health Workshop 2025 which received 155
total submissions from 23 teams. The task aimed
to identify and summarize perspective spans in
answers in Community Question-Answering fo-
rums. Specifically, it contains two subtasks: (a)
Perspective Span Identification and Classification
and (b) Perspective-based Summarization. To this
end, this task utilized the PUMA dataset (Naik
et al., 2024) that was supplemented with a newly
annotated test set for evaluation. We described
relevant performance metrics for this task and pro-
vided an overview of our findings, as well as the
approaches taken by the 12 teams that submitted
system papers. We are optimistic that the provided
resources will help foster further research toward
the task of perspective-based answer summariza-
tion. To enable future work, we continue maintain-
ing the CodaBench webpage for the Shared Task
as a benchmark.
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Limitations

The PerAnsSumm shared task involves generation
of summaries which are evaluated automatically
while presenting the leaderboard. This involves
the selection of automatic metrics, which, while a
strong indicator, may not be completely represen-
tative of actual summary quality. For this reason,
we include a range of diverse evaluation metrics.
Due to the number of participants, we conduct our
human evaluation study only on the summaries gen-
erated by the top five participants which may be
expanded to include all participants to determine
the correlation between the human evaluation and
automatic metrics in future work. Further, the wide
use of LLMs in the shared task encourages us to
define metrics more suited for evaluating LLM gen-
erated content in future runs of this shared task.
These evaluations which were not included in the
current shared task may include evaluating specifi-
cally for LLM hallucinations along with the current
evaluation of factuality.
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