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Abstract

In this paper, we investigate the effectiveness of
large language models in generating accessible
lay summaries of medical abstracts, targeting
non-expert audiences. We assess the ability of
models like GPT-4, Biomistral, and LLaMA
3-8B-Instruct to simplify complex medical in-
formation, focusing on layness, comprehensive-
ness, and factual accuracy. Utilizing both au-
tomated and human evaluations, we discover
that automatic metrics do not always align with
human judgments. Our analysis highlights the
potential benefits of developing clear guide-
lines for consistent evaluations conducted by
non-expert reviewers. It also points to areas for
improvement in the evaluation process and the
creation of lay summaries for future research.

1 Introduction

In the dynamic field of medical research, rapid
and clear dissemination of knowledge is essential.
Automatic text summarization of medical abstracts
serves as an efficient method for providing access
to crucial information to both medical profession-
als and researchers, facilitating quicker and clearer
information exchange (Luo et al., 2022). The need
to communicate complex medical findings also
extends to non-expert audiences such as caregivers,
journalists, and the general public, who often
struggle with the complex sentence structures and
specialized terminology of medical literature (Guo
et al., 2021; Goldsack et al., 2023b; Friedman
et al., 2002; Korsch et al., 1968). Lay summaries
of these abstracts are crucial in making scientific
discoveries accessible to these groups by avoiding
medical jargon and using clear, straightforward
language (Guo et al., 2021; Chandrasekaran
et al., 2020; Goldsack et al., 2023b). Initially, the
generation of biomedical lay summaries utilized
the fine-tuning of transformer-based models (Guo
et al., 2021; Goldsack et al., 2022). However,
recent progress has shown that large language

models (LLMs) are especially effective in this
area, with LLM-generated summaries not only
surpassing traditional references in news datasets
(Zhang et al., 2024a) but also demonstrating robust
capabilities in generating comprehensible sum-
maries in biomedical contexts, using techniques
like retrieval-augmented generation (Guo et al.,
2024) and zero-shot approaches (Jahan et al.,
2024). Additionally, employing methods such as
few-shot learning and the use of context-specific
prompts has been shown to enhance the accuracy
and relevance of the generated summaries (Pakull
et al., 2024). Moreover, the use of few-shot
learning with pre-trained LLMs has proven to be a
robust approach at the BioLaySumm shared task
2023 (Turbitt et al., 2023).

In this paper, we investigate the effectiveness of
LLMs in generating lay summaries from biomed-
ical abstracts. Using a few-shot prompting strat-
egy, we evaluate the performance of four distinct
LLMs: GPT-4 (Achiam et al., 2023), Mistral-large-
Instruct-2407(AI), LLaMA 3-8B-Instruct (Meta-
Llama), and BioMistral (Labrak et al., 2024). We
assess the ability of models to generate lay sum-
maries, focusing on comprehensiveness, layness,
and factual accuracy. Three research questions
guide our evaluation:

1. How comprehensive are lay summaries gener-
ated by various LLMs?

2. How readable are biomedical summaries for
lay audiences?

3. How faithful are lay summaries to their origi-
nal abstracts?

Our evaluation methodology incorporates both au-
tomated and human assessments of the generated
summaries on the publicly available PLABA (Attal
et al., 2023) and the PLOS dataset (Goldsack et al.,
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2022). We also conducted an in-depth analysis of
various evaluation metrics that are widely used for
lay summarization tasks.

In this study, we introduce detailed guidelines for
the manual evaluation of lay summaries, designed
as a comprehensive rubric that enables non-expert
audiences to effectively assess lay summaries. By
integrating human evaluations alongside automated
metrics, we indicate the crucial role of human judg-
ment in assessing summary quality, highlighting
the inconsistencies that may emerge by relying
solely on automatic metrics and discussing future
directions for this research area.

2 Background

The BioLaySumm shared task was first introduced
at the BioNLP Workshop during ACL 2023 (Gold-
sack et al., 2023a). This task focuses on abstrac-
tive summarization of biomedical articles, with the
goal of creating lay summaries accessible to gen-
eral audiences. It makes use of the PLOS and eLife
corpus for this task and assesses summaries ac-
cording to three criteria: Relevance, Readability,
and Factuality. Each of these criteria is measured
using one or more automatic metrics. Initial re-
search on lay summarization primarily employed
fine-tuned transformers such as BART (Guo et al.,
2021), which were prominently featured at the Bi-
oLaySumm shared task in 2023. However, strong
performance on the task was demonstrated by em-
ploying zero-shot and few-shot prompts with pre-
trained LLMs (Turbitt et al., 2023).

By the following year, the majority of proposed
approaches by participating teams involved the
use of LLMs (Goldsack et al., 2024). At Bio-
LaySumm 2024, models such as GPT-3.5, GPT-
4, and LLAMA3 were used in few-shot settings
to generate lay summaries (Chizhikova et al.,
2024). Another approach highlighted that fine-
tuning LLMs like Biomistral with few-shot learn-
ing significantly enhances the accuracy of these
summaries (Pakull et al., 2024). Additionally, re-
cent research has explored retrieval-augmented gen-
eration (RAG), which utilizes LLMs and external
knowledge sources such as Wikipedia to refine lay
summarization (Guo et al., 2024). This RAG-based
approach can be further enhanced by coupling it
with reinforcement learning, optimizing the read-
ability of the generated summaries (Ji et al., 2024).

3 Analysis on LLM generated plain
language summaries

3.1 Lay Summary and Evaluation Guidelines
Based on our three research questions, we decided
to evaluate the summaries on comprehensiveness,
layness, and factuality. To ensure a consistent and
robust assessment, we assume that our target au-
dience has a limited background in biology (high
school level) and intends to understand the article
on a high level. Therefore, we aim for a lay sum-
mary that uses minimal medical jargon and effec-
tively employs definitions or analogies to explain
challenging biological concepts. Furthermore, it
should be complete, explaining the topic, imple-
mentation, and findings of the study so that our
intended readers can grasp the study (King et al.,
2017).

Guided by previous research (Goldsack et al.,
2022; Zhang et al., 2024b), our assessment method-
ology employs a 1-5 Likert scale for each defined
metric. We sampled 15 abstracts from the PLABA
and PLOS test set for lay summary generation by
the models. Two undergraduates evaluated each
generated summary using the guidelines. For both
datasets, evaluators first read each abstract indepen-
dently, and then the corresponding lay summaries.
The evaluators were computer science majors who
studied biology only until high school (10th grade).

We developed explicit scoring criteria, which
was used for assessing summaries from both
datasets, aiming to standardize evaluations and
ensure reliability across different evaluators.

Comprehensiveness
Through comprehensiveness, we assess the extent
to which the model-generated summaries encap-
sulate all the essential information necessary for a
non-expert to grasp the high-level topic and signifi-
cance of the research. The specifics of each score
are as follows:

Score 1: The summary is incomplete; an evaluator
cannot understand the topic or the significance of
the research.

Score 2: The summary is partially complete; an
evaluator gains a vague idea of the topic but cannot
grasp the significance due to missing key details.

Score 3: The summary allows an evaluator to un-
derstand the topic but lacks important details that
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convey the research’s significance.

Score 4: The summary enables an evaluator to un-
derstand both the topic and significance, missing
only minor details that could enhance understand-
ing.

Score 5: The summary thoroughly covers all nec-
essary information, allowing an evaluator to fully
understand the topic and the significance of the
research.

Layness
Layness measures the extent to which the model-
generated text reduces medical jargon, enhances
understanding of the summary by adding defini-
tions and background context for the study’s topic,
and employs simpler sentence structures or analo-
gies, making the content accessible to a general
audience. The specifics of each score are as fol-
lows:

Score 1: There is not much difference between the
plain text summary and the abstract.

Score 2: The plain text summary omits a few sen-
tences that include jargon or omits a few words in
sentences. It becomes easier to read but does not
truly simplify the content.

Score 3: The summary is a mix of jargon and sim-
ple terms, as well as simple and complex sentences,
along with some definitions. Laypersons may un-
derstand the main points but could find specific
terms or sentences confusing.

Score 4: The summary is overall easy to under-
stand, with the occasional presence of a complex
sentence or medical terms that are not explained to
the reader.

Score 5: The summary removes jargon or uses
simple synonyms for them. If it cannot do either, it
adds context for the evaluator to grasp the complex
term. It uses simple, straightforward sentences or
makes use of examples, making it easy for anyone
to understand.

Factuality
Factuality measures the degree to which the infor-
mation in the model-generated summaries remains

true to the original abstracts. The specifics of each
score are as follows:

Score 1: The study alters the findings or method-
ology, misrepresenting the study. The misrepresen-
tation might be intentional or due to a misunder-
standing of the original data.

Score 2: The study alters part of the study that can
lead to misinterpretation of sections such as method
or results, but not the entire study. These alterations
could potentially skew the reader’s understanding.

Score 3: The summary contains accurate informa-
tion about the study but with frequent minor in-
consistencies such as typos, incorrect figures, or
omitting key details in findings. These inconsisten-
cies do not majorly affect the overall integrity of
the summary.

Score 4: The study contains accurate information
about the study but with one or two minor excep-
tions. These exceptions are usually not critical to
the study’s main conclusions.

Score 5: The summary is fully factual and aligns
completely with the study. It provides a detailed
and accurate depiction of the original research with-
out any significant omissions or errors.

3.2 Data
We evaluated our approach using the publicly avail-
able PLABA dataset (Attal et al., 2023) and the
PLOS dataset (Goldsack et al., 2022). In the case of
the PLOS dataset, we noted that associated author-
written lay summaries presented readability chal-
lenges for a layman. Consequently, we used these
summaries as the baseline for evaluating the effec-
tiveness of our approach with the PLOS abstracts.
We would like to point out that in Table 2, we keep
the factuality score for them as ’N/A’ since they
were written by humans and not generated by a lan-
guage model. For the PLABA dataset, we used the
summaries generated by the fine-tuned Biomistral
model as the baseline.

3.3 Evaluation Metrics
We evaluated the generated summaries for PLABA
using several metrics. To measure comprehen-
siveness, we used: ROUGE-1, ROUGE-2 and
ROUGE-L (Lin, 2004), and SARI (Xu et al., 2016).
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Method Model ROUGE-1 ROUGE-2 ROUGE-L SARI FKGL DCRS CLI LENS SummaC AlignScore

Fine-tuned Biomistral 0.634 0.369 0.514 48.611 12.278 9.876 13.812 56.433 54.5 79.9
Prompt Biomistral 0.443 0.264 0.373 36.307 14.376 11.967 15.959 40.816 82.3 87.7
Prompt GPT-4 0.548 0.213 0.351 40.973 9.692 8.753 11.094 74.958 34.0 75.7
Prompt Mistral 0.528 0.206 0.335 40.722 9.514 9.001 12.063 72.021 32.3 70.7
Prompt Llama3 0.547 0.258 0.385 41.680 11.764 9.474 13.462 67.407 47.9 81.4

Table 1: Model performance measured by automatic metrics on the PLABA dataset

For readability, we used the Coleman-Liau In-
dex (CLI), Dale-Chall Readability Score (DCRS),
Flesch-Kincaid Grade Level (FKGL), and LENS
(Maddela et al., 2023). Additionally, we used
AlignScore (Zha et al., 2023) and SummaC (Conv)
(Laban et al., 2022) to assess the factuality of the
summaries.

4 Our Analysis

RQ1: How comprehensive are lay summaries
generated by various LLMs?

We observed in Table 1, in terms of automatic
metrics, none of the prompt-based models were
able to outperform the baseline. The fine-tuned
Biomistral achieved scores of 0.634 and 48.611 on
ROUGE-1 and SARI, respectively. This highlights
that LLMs using prompts have added more abstrac-
tiveness to the plain text summaries, resulting in
less overlap. However, in human evaluation, we
found GPT-4 and Mistral achieved better ratings,
scoring 4.165 and 4.565, respectively, compared to
the baseline at 4.065. These final scores were com-
puted by taking the average of the sum of ratings
for the comprehensive facet.

These scores suggest that if models are better
at restructuring or emphasizing key points by
leveraging simple sentence structures and omitting
non-essential details, it could enhance human
understanding of the article’s content and signifi-
cance, leading to higher comprehensiveness scores
(as presented in Table 3 in the appendix). We also
observed this with the PLOS dataset, where GPT-4
and Mistral achieved higher comprehensiveness
than the reference lay summaries. Lastly, the gap
between automatic ROUGE and SARI scores
and human ratings for models like Biomistral
reveals the shortcomings of current metrics
in fully assessing how much information the
summary conveys. This indicates a need for novel
metrics that better evaluate sentence structure
and highlight informational content, essential to
measure comprehensiveness.

RQ2: How readable are biomedical summaries
for lay audiences?

We observe from Table 1 that GPT-4 gets the
lowest scores on DCRS (8.75) and CLI readabil-
ity ratings (11.09) and the highest on the LENS
metric (74.96), indicating high simplicity and read-
ability of the text it generates. Mistral achieves the
lowest score on the FKGL metric (9.5). In the hu-
man evaluation, GPT-4 and Mistral again showed
strong performance, with layness scores of 4.735
and 4.770, respectively. The lower FKGL rating
indicates that Mistral most likely generated shorter
sentences with simple syllables, whereas GPT-4 re-
lies on more common words and potentially longer
sentences than Mistral.

The readability metrics depend on sentence
lengths (FKGL), word familiarity (DCRS),
characters per word (CLI), and LENS evaluates
simplification on a sentence level and not a
paragraph(Xu et al., 2016). Thus, the scores
potentially may look a bit aligned because we
prompt models to generate simple sentences. What
is not currently captured is a measure of how many
complex words were omitted by the model, how
many were simplified, and how many contexts
or definitions were added since these are other
characteristics apart from simple sentences on
which humans evaluated the summaries for layness.
This may potentially be the reason Mistral gets a
higher rating on Layness than GPT-4 in the human
evaluation. Additionally, this could also be a great
metric to reflect on the nature of model-generated
summaries, whether the LLM prefers to simplify
sentences, omit jargon, replace terms, or add more
context. For instance, in the PLOS evaluation,
Mistral and GPT-4 received higher layness scores
as they added definitions and used simpler terms,
in contrast to the baseline summary that, despite its
simple sentence structure, included medical jargon
that reduced its layness.
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Model PLABA Dataset PLOS Dataset
Comprehensiveness Layness Factuality Comprehensiveness Layness Factuality

Baseline 4.065 4.165 4.230 4.1 2.233 N/A
GPT-4 4.165 4.735 4.150 4.767 4.667 4.7
Mistral 4.565 4.77 4.835 4.767 4.567 4.8
Llama3 4.000 4.099 4.395 4.533 3.2 4.667
Biomistral 3.520 3.105 3.935 3.933 2.2 3.967

Table 2: Human Evaluation Results on PLABA and PLOS Datasets

RQ3: How faithful are lay summaries to their
original abstracts?

SummaC and AlignScores evaluated the factual
alignment of generated summaries with original
abstracts. High scores of 87.7 (AlignScore) and
82.3 (SummaC) for Biomistral in a prompt setting
indicate these metrics favor text similar to the ab-
stracts, despite occasionally favoring incomplete
summaries. SummaC scores showed inconsistency
with human evaluations, while AlignScores per-
formed slightly better with respect to alignment
with human evaluations. In the human evaluation,
we observe Mistral achieving the highest rating for
factuality, followed by Llama3, scoring 4.835 and
4.395, respectively. In the PLOS, along with GPT-
4 and Mistral, Biomistral and Llama-3 achieved
high factuality by maintaining sentence structures
similar to the abstracts. However, we would like
to highlight that the factuality score on both hu-
man and automatic metrics reflects solely intrinsic
factuality. The LLMs also incorporate additional
definitions and context to enhance user understand-
ing, which may sometimes be inaccurate, leading
to extrinsic hallucinations (Ramprasad et al., 2024).
However, in this scenario, it is unreasonable to
expect non-experts to identify and assess these in-
accuracies.

5 Discussion

Our research examined how various language mod-
els generate lay summaries to simplify scientific
findings. The Biomistral fine-tuned model effec-
tively reflected the reference summaries and oc-
casionally added definitions for complex terms.
However, its prompt-based version often generated
the same abstract or missed crucial information.
LLama3 did simplify sentences, but it did not add
necessary definitions and contexts, impacting its
layness. Both GPT-4 and Mistral models excelled
in creating understandable summaries, though they
sometimes omitted detailed information. This un-
derscores the trade-off between simplicity and fac-
tual accuracy in lay summaries.

Our results indicate that for prompt-based ap-
proaches, model size correlates with performance,
with larger models like GPT-4 and Mistral showing
superior adherence to guidelines and creativity in
using analogies. Lastly, clear guidelines enhance
the consistency of lay summary evaluations (as
seen in Table 4 in appendix) by standardizing as-
sessment criteria for non-expert reviewers.

6 Conclusion

In this study, we investigated how LLMs gener-
ate lay summaries for non-experts. Our findings
show that while LLMs can simplify complex med-
ical information effectively, there’s a significant
gap between automated metrics and human eval-
uations of the summary quality. This gap reveals
the limitations of current evaluation methods and
the need for metrics that align more closely with
human perceptions of comprehensiveness, layness,
and factuality. In the future, we plan to analyze
other summarization methods and develop an ef-
fective human evaluation design that includes ex-
trinsic factuality, on a larger dataset to refine our
understanding of evaluation metrics perform across
broader contexts.

7 Limitations

Our work has a few limitations. Firstly, LLMs ex-
hibit an indeterministic nature, as they generate
different lay summaries for the same input. Sec-
ondly, the format of the generated text often de-
viates from the example provided in the prompt,
particularly in the cases of the Llama3 and Mis-
tral models. Therefore, post-processing with regu-
lar expressions might be necessary to achieve the
most effective results from these prompts. Addi-
tionally, we used a fixed prompt, which may not
work equally well across all models, potentially
leading to poorer-quality lay summaries. Lastly,
there is a potential limitation concerning the train-
ing data of the LLMs. It is possible that the models
were unintentionally trained on or exposed to the
reference summaries used in our evaluations, which

264



could boost their performance on the lay summa-
rization task.

8 Ethical Considerations

Although the LLMs perform well, they occasion-
ally add additional definitions and context that
could be incorrect. Moreover, in their efforts
to simplify complex medical information, LLMs
sometimes oversimplify, potentially leading to mis-
interpretations of the results. Therefore, non-
experts should exercise caution when using LLM-
generated lay summaries to ensure they are not
misled by inaccuracies.
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A Prompt

This appendix outlines the prompt employed for
generating lay summaries as described in this paper.
This prompt was used across all four models with
a minor change. The symbol ’#’ was included in
the prompt for the Mistral and LLaMA3 models.

Prompt:
You are a biology teacher in a high school and

want to teach students in 10th grade about a re-
search study. Your goal is to convey the informa-
tion in the abstract in plain and easy to understand
language that students can follow.

You decide to generate a plain text for the same
abstract keeping in mind what makes a text simple
and easy to understand.

1. It attempts to avoid as much scientific jargon as
possible. If it cannot avoid it, then it replaces it
with easy to understand synonyms.

2. It has an explanation and definition for complex
biological terms and can include simple real-life
examples to make it easier to understand.

3. The sentence structure is simple, and the text
has a good coherent flow.

4. The word count cannot exceed 300 words.

5. The text should have all the important points.
And if words are replaced by simpler terms, it
is good to connect them to original words by
referencing them using brackets.

6. Ensure the text is factually correct, this includes
definitions, synonyms, important numeric fig-
ures, and findings.

Here is an example of what you should generate:
Abstract: [Sample Abstract]
Here is the rationale to use:

1. Read the abstract thoroughly to grasp main
ideas.
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2. Avoid scientific jargon; use simple synonyms or
explanations.

3. Define complex terms and provide real-life ex-
amples for clarity.

4. Use simple sentence structures for better under-
standing.

5. Keep the text under 300 words.

6. Include all important points, referencing origi-
nal terms in brackets when replacing them.

7. Ensure all information is factually correct, in-
cluding definitions and key data.

Generated Plain Text: [Sample Plain Summary]
Abstract: [Test set abstract]
Generated Plain Text:

B Implementation Details

We accessed the GPT-4 ("gpt-4") and Mistral
Large models("mistral-large-2407") using the API
provided by OpenAI and Mistral respectively.
The Llama-3-8B model and Biomistral were ac-
cessed through Huggingface and were run on 1
NVIDIA Tesla T4-16GB and 1 NVIDIA Tesla
A100 Ampere-40GB respectively. Biomistral used
as the baseline was fine-tuned on the PLABA
dataset through QLORA (Dettmers et al., 2024).

We generated plain text abstracts for all 148 ab-
stracts in the PLABA test dataset using the one-shot
prompt approach for each model. For Biomistral
and Llama3 we observed that the summaries con-
tained the prompt prefix, the test abstract. More-
over, for Llama3 there were cases where we found
rationale or references being generated after the
plain text. Thus, we employed a post-processor
using regular expression for both models to extract
the plain text summary.
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Model Text
Abstract To reduce the damage to posteromedial knee capsule, we developed a direct

extra-articular arthroscopic approach for excision of symptomatic popliteal
cysts. This study aimed to demonstrate the surgical technique and present the
2-year follow-up results. Cystectomy is performed by extra-articular surgical
approach through a high posteromedial portal. Twenty-one consecutive patients
diagnosed of symptomatic popliteal cysts with failed initial conservative
treatments were included. At a median follow-up of 29.4 months, all knees had
improved clinical function assessed by Rauschning and Lindgren knee
classification (p<0.001). The cysts were either disappeared (95.2%) or reduced
in size (4.8%). Only one (4.8%) patient had recurrent cyst, which was solved
after ultrasound-guided aspiration. This direct extra-articular arthroscopic
technique could be a feasible alternative for treatment of symptomatic popliteal
cysts.

Biomistral
fine-tuned
(baseline)

To reduce the damage to the knee capsule, we created a new way to remove
cysts (growths) in the knee. This new way is called a direct extra-articular
arthroscopic approach. This study aimed to show how the surgery is done and
present the 2-year follow-up results. Cystectomy is performed by a high
posteromedial portal. Twenty-one patients with cysts in the knee were included.
At a median follow-up of 29.4 months, all knees had improved function. The
cysts were either disappeared or reduced in size. Only one patient had a
recurring cyst, which was solved by draining the cyst. This direct
extra-articular arthroscopic technique could be a good way to treat cysts in the
knee.

Mistral-
large

A popliteal cyst is a fluid-filled swelling that forms at the back of the knee. It
can cause pain and other symptoms. To treat these cysts without damaging the
nearby knee structures, doctors developed a new surgical method using a tiny
camera called an arthroscope. This study aims to explain this new method and
show the results two years after the surgery. The surgery is done through a
small opening on the inner back side of the knee, allowing doctors to remove
the cyst without going into the knee joint itself. Twenty-one patients who had
painful popliteal cysts and didn’t get better with other treatments were included
in the study. After an average follow-up of about 29 months, all the patients
reported improved knee function based on a specific knee classification system.
In almost all cases (95.2%), the cysts disappeared, and in a few cases (4.8%),
the cysts became smaller. Only one patient (4.8%) had the cyst come back, but
it was successfully treated with an ultrasound-guided needle to drain the fluid.
This new surgical technique, which involves removing the cyst from outside the
knee joint using an arthroscope, seems to be a good option for treating painful
popliteal cysts.

Table 3: Summaries generated by Biomistral and Mistral-large for an abstract in PLABA. Colors in the text indicate:
additional background information (brown), simpler terms used (blue), and simplified sentences (orange).

Model Comprehensiveness Layness Factuality
Baseline 0.667 0.45 0.880
GPT-4 0.435 0.717 1.000
Mistral 0.690 0.755 0.755
Llama3 0.606 0.74 0.698
Biomistral 0.693 0.822 1.000

Table 4: Inter annotator agreement (Cohen’s Kappa) on
PLABA Dataset

Model Comprehensiveness Layness Factuality
Baseline 0.688 0.688 N/A
GPT-4 0.318 0.700 0.300
Mistral 0.800 0.605 1.00
Llama3 0.744 0.615 0.412
Biomistral 0.783 0.455 0.503

Table 5: Inter annotator agreement (Cohen’s Kappa) on
PLOS Dataset
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