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Abstract

The growing use of Devanagari-script lan-
guages such as Hindi, Nepali, Marathi, San-
skrit, and Bhojpuri in digital form including
social media presents unique challenges for
natural language understanding (NLU), partic-
ularly in language identification, hate speech
detection, and target classification. To address
these challenges, we organized a shared task
with three subtasks: (i) identifying the lan-
guage of Devanagari-script text, (ii) detecting
hate speech, and (iii) classifying hate speech
targets into individual, community, or organi-
zation. A curated dataset combining multiple
corpora was provided, with splits for training,
evaluation, and testing. The task attracted 113
participants, with 32 teams submitting models
evaluated on accuracy, precision, recall, and
macro Fl-score. Participants applied innova-
tive methods, including large language mod-
els, transformer models, and multilingual em-
beddings, to tackle the linguistic complexities
of Devanagari-script languages. This paper
summarizes the shared task, datasets, and re-
sults, and aims to contribute to advancing NLU
for low-resource languages and fostering in-
clusive, culturally aware natural language pro-
cessing (NLP) solutions.

1 Introduction

Languages written in the Devanagari script, such
as Hindi, Nepali, Marathi, Sanskrit, and Bho-
jpuri, are integral to the cultural and linguistic
heritage of millions of people across South Asia
and beyond. As digital technologies continue
to evolve, these languages are increasingly rep-
resented in various online domains, including so-
cial media, government communications, educa-
tion platforms, and digital archives. This growing
digital presence reflects the linguistic diversity and
cultural richness of their speakers but also presents
unique challenges for natural language understand-
ing (NLU). The development of robust computa-
tional tools for Devanagari-script languages is es-
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sential for ensuring inclusivity in global digital
ecosystems (Patil et al., 2024).

Understanding and processing these languages
computationally is challenging due to their gram-
matical and syntactic complexities, the preva-
lence of dialectal variations, and frequent code-
switching with other languages (Gupta and Arora,
2022). While there has been substantial progress
in NLU for high-resource languages like English,
many low-resource languages, including those in
Devanagari script, remain underexplored (Rauni-
yar et al., 2023). This gap is exacerbated by the
scarcity of high-quality annotated datasets and the
limited adaptability of existing models designed
primarily for English or other high-resource lan-
guages.

Hate speech detection and language identifica-
tion are two critical NLU tasks for Devanagari-
script languages. Beyond their application in so-
cial media moderation, these tasks are vital for
promoting inclusive communication, safeguarding
digital platforms from harmful content, and sup-
porting broader societal goals such as equitable
access to technology. Accurate language iden-
tification serves as the foundation for effective
language-specific interventions, while understand-
ing hate speech and its targets ensures the devel-
opment of safer, more culturally sensitive tools for
digital spaces.

To address these challenges, we organized a
shared task that focuses on three critical NLU
tasks for Devanagari-script languages: (i) lan-
guage identification, (ii) hate speech detection,
and (iii) hate speech target classification. Subtask
A aims to identify the language of a given text writ-
ten in Devanagari script among Nepali, Marathi,
Sanskrit, Bhojpuri, and Hindi. Subtask B focuses
on detecting whether a given text contains hate
speech, addressing the growing need to combat on-
line toxicity. Subtask C delves deeper, seeking to
classify the target of hate speech into predefined
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categories, such as individual, community, or or-
ganization.

This shared task fosters advancements in low-
resource NLP research, encouraging the develop-
ment of models that are not only linguistically
robust but also culturally aware. In this report,
we provide an overview of the shared task, detail-
ing its structure, datasets, and evaluation metrics.
We also summarize the methodologies employed
by participants, the results they achieved, and the
lessons learned from this initiative. Through this
effort, we aim to contribute to a broader under-
standing of multilingual NLP and support the cre-
ation of inclusive and equitable digital technolo-
gies for underrepresented languages.

2 Shared Task Description

In this shared task, we focus on exploring the capa-
bilities of language models and classification sys-
tems to address three distinct challenges related to
Devanagari script languages. The goal is to pro-
mote advancements in NLU for low-resource lan-
guages, which are often underrepresented in main-
stream NLP research.

The shared task is divided into three subtasks,
each aimed at tackling a specific aspect of lan-
guage processing within the Devanagari script.
Participants are encouraged to develop robust and
generalizable models that can handle variations
in dialects, mixed-language content, and context-
specific nuances that are common in social media
texts written in Devanagari script. Further details
on subtasks can be found below:

2.1 Subtask A: Devanagari Script Language
Identification

This subtask involves determining whether a given
text is in Devanagari script or not. The dataset con-
sists of text that has been annotated to determine
the language it belongs to among Nepali, Marathi,
Sanskrit, Bhojpuri, and Hindi. This task focuses
on accurate language recognition in multilingual
contexts.

2.2 Subtask B: Hate Speech Detection in
Devanagari Script Language

The purpose of this subtask is to determine
whether a given text in the Devanagari script con-
tains hate speech. The dataset comprises single
utterances in Hindi and Nepali that have been
marked as either containing hate speech or not.
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The dataset is further precisely divided into two
classes: texts that have been categorized as hate
speech and texts that have been categorized as non-
hate speech.

2.3 Subtask C: Target Identification for Hate
Speech in Devanagari Script Language

This subtask aims to identify the target audience of
hate speech within a specified set of hateful text in
Devanagari script. Classifying three specific tar-
gets listed in the dataset is the explicit focus of
the subtask, despite the fact that hate speech texts
may contain various potential targets across sev-
eral categories. The texts in the dataset are labeled
according to their targets, which can be classified
as community, individual, or organization. There-
fore, our goal is to identify these particular tar-
gets in Devanagari texts that contain hate speech.
Understanding the precise nature and direction of
hate speech requires completing this subtask.

3 Dataset

We conducted a total of three subtasks. Sub-
task A focused on identifying five different De-
vanagari languages and utilized six datasets. For
Nepali, we used two datasets: NEHATE (Thapa
et al., 2023) and NAET (Rauniyar et al., 2023).
The Marathi language was represented by the
L3CubeMahaSent dataset (Kulkarni et al., 2021),
and the Sanskrit language by the Itihasa dataset
(Aralikatte et al., 2021). Additionally, we used a
dedicated Bhojpuri dataset (Ojha, 2019), and for
Hindi, we employed the IEHate dataset (Jafri et al.,
2023). A total of 52,422 rows of data were used
for the training set, 11,233 rows for the evalua-
tion set, and 11,234 rows for the test set. Subtask
B focused on hate speech detection and utilized
three datasets: NEHATE, NAET, and IEHate. Ad-
ditionally, Subtask C, which aims to identify tar-
gets of hate speech, also employed the NEHATE
and NAET datasets. For Subtask C, we further in-
cluded the CHUNAV dataset (Jafri et al., 2024).
For each subtask, we stratified the dataset into
stages for training, evaluation, and testing, main-
taining a proportional split ratio of around 70-15-
15. Table 1 represents the dataset statistics for the
shared task.

4 Participants’ Methods

In this section, we describe the various methods
used by the participants who submitted the system



Subtask Classes Train  Eval Test Total

Nepali 12,544 2,688 2,688 17,920

Marathi 11,034 2364 2365 15,763

Subtask A Sanskrit 10,996 2356 2,356 15,708

Bhojpuri 10,184 2,182 2,183 14,549

Hindi 7,664 1,643 1,642 10,949

Hate 2,214 474 475 3,163

Subtask B o Hate 16,805 3,602 3601 24,008
Individual 1,074 230 230 1,534

Subtask C  Organization 856 183 184 1,223
Community 284 61 61 406

Table 1: Dataset statistics for our shared task.

description paper.

4.1 Overview

Out of the 113 participants who registered for the
shared task, a total of 25 participants submitted
scores for subtask A, 32 participants for subtask
B, and 27 participants for subtask C. The leader-
boards for these subtasks are provided in Table 2,
Table 3, and Table 4. In subtask A, team CUFE
(Ibrahim, 2025) achieved the highest performance
with an impressive F1-score of 99.97. Similarly, in
subtask B, Paramananda (Acharya et al., 2025) se-
cured the top position with an Fl-score of 91.36,
while in subtask C, MDSBots (Thapaliya et al.,
2025) emerged as the leader with the highest F1-
score of 76.84.

4.2 Methods

Below, we provide a summary of the system de-
scriptions provided by the participating teams in
the shared task. These summaries are derived from
the approaches detailed by the participants in their
system description papers.

4.2.1 Subtask A

CUFE (Ibrahim, 2025) utilized fastText classifier
for language identification, leveraging its subword
modeling capabilities through n-grams along with
systematic token generation using the tokenizer
by Team et al. (2022). The proposed system
achieves a near-perfect F1 score of 99.97% on the
test set and secures the first position in the shared
task.

1-800-SHARED-TASKS (Purbey et al., 2025)
utilized ensemble model with IndicBERT V2
(Doddapaneni et al., 2022) and achieved an
exceptional F1-score of 99.79% and secured third
position on leaderboard. Individual models like
MuRIL (Khanuja et al., 2021) and Gemma-2
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(Team et al., 2024) also delivered strong perfor-
mances. The results demonstrate the effectiveness
of multilingual transformer models in distin-
guishing between Devanagari-script languages.
Ensembling enhanced robustness and reduced
misclassifications, leveraging complementary
strengths of individual models to achieve near-
perfect classification accuracy.

byteSizedLLM (Manukonda and Kodali, 2025)
used a hybrid Attention BILSTM-XLM-RoBERTa
model that achieved an F1-score of 99.74%.

MDSBots Thapaliya et al. (2025), used trans-
former models and TF-IDF feature extractor
methods in conjunction with traditional machine
learning models to achieve optimal outcomes.
They finetuned the mBERT, XLM-R-Base, XLM-
RoBERTa-Large, Varta-BERT, MuRIL-Base, and
MURTweet transformer models. They applied the
undersampling strategy, in which models were
trained on half of the task’s total data, to address
the issue of class imbalance. Using MURTweet,
they were able to attain a maximum fl-score and
recall of 99.68% and precision of 99.67%. Out
of all the competing teams, they achieved the
sixth-best ranking on this subtask-A.

Anisan (Shanto et al., 2025) used an ensemble
method that leverages the strengths of multiple
transformers namely mBERT (Devlin et al., 2019),
XLM-R (Conneau et al., 2020) and IndicBERT
(Doddapaneni et al., 2023) to achieve 99.68%
accuracy.

DSLNLP (Chauhan and Kumar, 2025)
employed mBERT, Distil-mBERT, and XLM-
RoBERTa models in an ensemble approach
to attain a higher Fl-score; however, LaBSE
provides the highest performance on this task.
To achieve the best results, they first optimized
the bert variants, XLM-RoBERTa, DistilmBERT,
mBERT, LaBSE, and MuRIL, on the Devanagari
script dataset. To make the predictions, they in-
cluded important linguistic insights and employed
a variety of model designs using the majority vote
in the ensembling approach. On LaBSE, they
achieve the highest f1-score, recall, and precision
of 99.64%, 99.65%, and 99.64%, respectively.
Their LaBSE model placed eighth out of all the
teams who took part in subtask A.



Rank Team Name Codalab Username  Accuracy (%) Recall (%) Precision (%) Fl-score (%)
1 CUFE (Ibrahim, 2025) michaelibrahim 99.97 99.97 99.97 99.97
2 CLTL Yestin 99.82 99.82 99.82 99.84
3 1-800-SHARED-TASKS (Purbey et al., 2025) jebish7 99.79 99.81 99.80 99.82
4 1-800-SHARED-TASKS (Purbey et al., 2025) lazyboy.blk 99.76 99.76 99.76 99.79
5 byteSizedLLM (Manukonda and Kodali, 2025) mdp0999 99.75 99.73 99.74 99.76
6 MDS Bots (Thapaliya et al., 2025) sumanpaudel 99.68 99.67 99.68 99.72
7 AniSan (Shanto et al., 2025) Priya57 99.66 99.64 99.65 99.69
8 DSLNLP (Chauhan and Kumar, 2025) Abhinav05 99.65 99.64 99.65 99.68
9 - sandeep_S 99.58 99.59 99.58 99.63
10 Nepali Transformers (Khadka et al., 2025) Pilot-Khadka 99.56 99.54 99.55 99.60
11 - decem 99.56 99.55 99.55 99.60
12 - jerrytomy 99.50 99.55 99.53 99.57
13 CUET_Big_O (Hossan et al., 2025) dark_shadow 99.40 99.41 99.41 99.47
14 SKPD Emergency (Shakya et al., 2025) shubham_shakya 99.44 99.38 99.41 99.48
15 Paramananda (Acharya et al., 2025) sure 99.39 99.40 99.39 99.46
16 Nitro NLP menta27 99.38 99.37 99.38 99.46
17 NLP Champs abhay-43 99.34 99.34 99.34 99.40
18 Paramananda (Acharya et al., 2025) fulbutte 99.18 99.18 99.18 99.26
19 - samanjoy2 99.11 99.10 99.11 99.18

20 AGRJ getabhi89 96.78 96.43 96.49 96.90
21 - Tanvir_77 96.30 96.19 96.14 96.44
22 - RohanR 95.69 95.77 95.72 95.99
23 CUET_Big_O (Hossan et al., 2025) sakib07 94.24 95.11 94.54 95.08
24 CipherLoom Nikhil_7280 65.72 57.19 59.71 69.87
25 CNLP-NITS advaitha 56.70 67.72 50.46 53.53

Table 2: Sub-task A (Devanagari Script Language Identification) Leaderboard, Ranked by Macro Fl-score. All
scores are presented as percentages (%). It is to be noted that this leaderboard contains the score till the test
deadline and does not consider further runs done by participants as a part of the system description paper.

Nepali Transformers (Khadka et al., 2025)
used the Twitter-trained multilingual RoBERTa
(Barbieri et al., 2020) and achieved exceptional
results, with Fl-score reaching 99.55%, out-
performing other baseline models, including
general-purpose and Devanagari-specific archi-
tectures. This approach secured tenth position
on the leaderboard, demonstrating the model’s
effectiveness in handling the linguistic diversity
and complexity of the Devanagari script.

CUET_Big_O (Hossan et al., 2025) used
Traditional ML models such as Logistic Regres-
sion, SVM, Multinomial Naive Bayes, Random
Forest and Deep Learning models such as CNN,
LSTM, BiLSTM, along with the aggregation of
models like CNN+GRU, CNN+BiLSTM. The
best-performing model was CNN with BiLSTM
which achieved an F1-score of 99.41%.

SKPD Emergency (Shakya et al., 2025), used
an innovative approach using Continuous Bag
of Words (CBOW) embeddings and an attention-
enhanced Bidirectional Long Short-Term Memory
(BiLSTM) neural network to identify languages
written in Devanagari script. The results were
impressive, with the model achieving a remark-
able 99% overall accuracy. Sanskrit was perfectly
classified, while some challenges remained in
differentiating between highly similar languages
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like Hindi and Bhojpuri. The CBOW embed-
dings significantly outperformed character-level
encoding, demonstrating their ability to capture
semantic relationships and linguistic subtleties
that character-based approaches miss.

Paramananda (Acharya et al.,, 2025) em-
ployed the FastText and BERT models, achieving
exceptional performance with Fl-scores of
99.17% and 99.39%, respectively, securing the
seventeenth position on the leaderboard. While
BERT marginally outperformed FastText by
leveraging its deep contextual embeddings to
capture nuanced linguistic differences, FastText
demonstrated higher computational -efficiency,
making it more suitable for large-scale applica-
tions.

CUET_Big_O (Hossan et al., 2025) used CNN
with BiLSTM to obtain F1-score of 99.41%. This
however differs from the official leaderboard.

4.2.2 Subtask B

Paramananda Acharya et al. (2025) utilized Fast-
Text and demonstrated superior performance, par-
ticularly with data augmentation, achieving an F1
score of 81.39% and scoring first position on the
leaderboard. This outperformed BERT, which
struggled with an F1 score of 0.5763. Despite
its contextual embedding strengths, BERT’s under-
performance was attributed to overfitting on sparse



Rank Team Name Codalab Username  Accuracy (%) Recall (%) Precision (%) Fl-score (%)
1 Paramananda (Acharya et al., 2025) fulbutte 85.52 78.47 81.39 91.36
2 CLTL Yestin 81.27 74.61 713 89.35
3 MBDS Bots (Thapaliya et al., 2025) sumanpaudel 76.94 76.32 76.63 90.26
4 1-800-SHARED-TASKS (Purbey et al., 2025) jebish7 74.41 79.25 76.52 91.12
5 1-800-SHARED-TASKS (Purbey et al., 2025) lazyboy.blk 73.6 78.95 75.88 90.97
6 - MuhammadArham 72.61 78.14 74.94 90.68
7 byteSizedLLM (Rohith Gowtham Kodali and Iglesias, 2025) mdp0999 77.45 72.86 74.81 88.57
8 DII5143A (Yadav and Singh, 2025) DII5143A 75.76 73.45 74.52 88.98
8 DII5143A (Yadav and Singh, 2025) DI15143 75.76 73.45 74.52 88.98
9 LLMsAgainstHate (Sidibomma et al., 2025) rushendra910 71.19 78.84 74.19 90.75
10 - jerrytomy 73.14 74.12 73.61 89.35
11 1-800-SHARED-TASKS (Purbey et al., 2025) Siddartha-10 70.34 78.95 73.59 90.7
12 - sandeep_S 74.63 72.56 73.52 88.59
13 CUET_HateShield Aodhora et al. (2025) Sumaiya_127 73.52 72.38 72.93 88.57
14 Nepali Transformers (Khadka et al., 2025) Pilot-Khadka 73.24 72 72.59 88.4
15 - srikarkashyap 73.29 71.87 72.54 88.32
16 - decem 66.5 76.64 69.89 89.89
17 NLPineers (Guragain et al., 2025) anmol2059 77.62 66.39 69.14 82.58
18 CUET_823 ratnajit_dhar 67.28 71.6 69.07 88.52
19 NLP_Ninjaas Nadika 68.77 69.34 69.04 87.44

20 CUFE (Ibrahim, 2025) michaelibrahim 65.45 73.12 68.17 89.01
21 CIOL (Gupta et al., 2025) azminewasi 65.47 71.06 67.62 88.4
22 NLP Champs abhay-43 68.16 64.77 66.14 84.42
23 DSLNLP (Chauhan and Kumar, 2025) Abhinav05 62.57 76.49 66.13 89.57
24 CUET_Big_O (Hossan et al., 2025) dark_shadow 67.98 63.48 65.1 83.15
25 SKPD Emergency (Shakya et al., 2025) shubham_shakya 62.62 64.03 63.26 85.62
26 AniSan (Shanto et al., 2025) Priya57 59.47 70.69 62.06 88.44
27 - RohanR 58.22 66.37 60.2 87.54
28 - Tanvir_77 66.66 58.62 58.94 74.19
29 Paramananda (Acharya et al., 2025) sure 55.9 73.77 57.63 88.76
30 CNLP-NITS advaitha 50 44.17 46.91 88.35
31 Nitro NLP menta27 51.84 50.81 46.49 60.28

Table 3: Sub-task B (Hate Speech Detection) Leaderboard, Ranked by Macro F1-score. All scores are presented as
percentages (%). It is to be noted that this leaderboard contains the score till the test deadline and does not consider
further runs done by participants as a part of the system description paper.

datasets, as evidenced by a higher evaluation score
that did not generalize to test data.

MDSBots Thapaliya et al. (2025), experi-
mented with identical transformer and classical
models that were used in subtask-A. In order to
reduce class imbalance, samples from the non-
hate class were prioritized above samples from
the majority class. They achieved a maximum
fl-score, recall, and precision of 76.62%, 76.87%,
and 76.38%, respectively, using MURTweet. Out
of all the participating teams, they ranked third on
this subtask-B.

1-800-SHARED-TASKS (Purbey et al., 2025)
opted for the same ensemble technique as Subtask
A and the ensemble of models achieved the
highest F1-score of 0.7588 and placed fifth posi-
tion on the leaderboard. Fine-tuning with focal
loss (Lin, 2017) was instrumental in addressing
class imbalance, and improving the detection of
minority instances.

byteSizedLLM (Rohith Gowtham Kodali and
Iglesias, 2025) focused on a hybrid Attention
BiLSTM-XLM-RoBERTa architecture =~ which
utilized BiLSTM’s sequential processing, atten-
tion mechanisms for contextual emphasis, and
XLM-RoBERTa embeddings for multilingual
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adaption. The model attained an Fl-score of
74.81% and secured seventh position on the
leaderboard, surpassing other models.

DII5S143A (Yadav and Singh, 2025) used the
Hierarchical Gated Adaptive Attention (HGAA)
model, leveraging XLM-RoBERTa embeddings,
achieved a competitive F1-score of 74.52% and
securing an eighth position on the leaderboard.
This model balanced precision and recall, demon-
strating its robustness in detecting hate speech in
Devanagari-scripted languages. Comparatively,
the non-gated architecture showed lower perfor-
mance. The introduction of gating mechanisms
significantly improved the models ability to
handle class imbalance, enhancing minority class
detection at the cost of some false positives.

LLMsAgainstHate (Sidibomma et al.,
2025) used Nemo-Instruct-2407 model (Al
and NVIDIA) and achieved the highest perfor-
mance with an F1-score of 74.52%, outperforming
alternatives such as Phi-3-medium (Abdin et al.,
2024) and Llama-3.1. Despite significant class
imbalance favoring non-hate class, Nemo demon-
strated robust detection capabilities, particularly
benefiting from Parameter-Efficient Fine-Tuning
using Low-Rank Adaptation (Hu et al., 2021).



CUETHateShield Aodhora et al. (2025) used
the classical, deep learning, and transformer
models to experiment with this task. In classical
machine learning models, they incorporated the
Logistic Regression, Support Vector Machine,
and Random Forest model with TF-IDF feature
extractor, and for deep learning models, they used
CNN, Bi-LSTM, and CNNBILSTM model with
fastText and keras embedding. In transformer
model, they used mBERT, MuRIL, IndicBERT,
Indic-SBERT, and XLM-RoBERTa. To obtain
higher-quality data, they eliminated noise in the
preprocessing step, which included punctuation,
emojis, hyperlinks, alphanumeric letters, and
special symbols (such as slashes, brackets, and
ampersands). They obtain an fl-score of 74% on
XLM-RoBERTa, recall of 75% on Indic-SBERT,
and precision of 72% on MuRIL.After competing
against all teams, they came in at number eleven
on this subtask.

Nepali Transformers (Khadka et al., 2025) de-
ployed the Twitter-trained multilingual RoOBERTa
model (Barbieri et al., 2020), which achieved an
Fl-score of 72.93% and secured the fourteenth
position on the Ileaderboard, outperforming
general-purpose and Devanagari-specific models.
This model excelled due to its domain-specific
pretraining on social media datasets, effec-
tively capturing nuanced hate speech patterns in
Devanagari-scripted languages.

NLPineers (Guragain et al., 2025) used an
ensemble of multilingual BERT to achieve a recall
of 77.62% (ranked 3rd out of 31 in terms of recall
and 17th out of 31 for an F1 score of 69.14%).
To address the class imbalance, the authors used
back-translation for data augmentation and cosine
similarity to preserve label consistency after
augmentation.

HTR-CIOL (Gupta et al., 2025) developed a
model called MultilingualRobertaClass, which is
a deep neural network built on the pre-trained IBM
transformer model “ia-multilingual-transliterated-
roberta”". The model achieved an accuracy of
82.21%, a weighted precision of 79.84%, a
weighted Recall of 82.21%, and a weighted F1
Score of 80.97%.

DSLNLP (Chauhan and Kumar, 2025), XLM-
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RoBERTa performs the best on this problem
despite using the same ensembling algorithm as
subtask-A. For the best results on hate speech
recognition on Devanagari scripts, they refined
the same models of Bert variations on all of
the scripts, just like in the prior task. They
achieved the highest precision of 78.9% by
LaBSE, whereas the maximum f1-score and recall
on XLM-RoBERTa were 66.13% and 62.57%,
respectively. In subtask B, their XLM-RoBERTa
model ended at number 23 out of all the teams
that took part.

4.2.3 Subtask C

MDSBots (Thapaliya et al., 2025), employed the
same models as the previous tasks, but they added
a hybrid model in this task. In the hybrid model,
they integrated named entity information (NER)
into features produced by BERT models and used
open-source large language models to reclassify
samples with low confidence scores by prompting.
They employed data augmentation to address
the class disparity, by augmenting the minority
class to represent community targets. Their best
fl-score, recall, and precision on NERMURTweet
were 70.98%, 70.38%, and 71.75%, respectively.
Out of all the teams, they won first place for this
subtask-C.

CUET_INSights (Tofa et al., 2025) combine
traditional ML and Deep Learning Techniques
while leveraging the multilingual capabilities of
Indic-BERT & m-BERT with the adoption of
Bhojpuri-to-Hindi translation along with class
weights to mitigate imbalance. By utilizing these
techniques including the almost perfect blend of
deeper embeddings with shallow ML (TFIDF)
features, the authors achieve a high F1 score of
69.17% thereby securing the third spot in the
leaderboard.

CUET_Big_ O (Hossan et al., 2025) used
GridSearchCV for hyperparameter tuning and
tested different kernels (linear, RBF) for SVM.
They also tested multiple transformers: m-BERT,
Indic-BERT, MuRIL-BERT, XLM-R, and Verta-
BERT. The best performer was MuRIL-BERT
with an F1-score of 68.32%.

1-800-SHARED-TASKS (Purbey et al., 2025)
employed Gemma-2 27B model, fine-tuned using



Rank Team Name Codalab Username  Accuracy (%) Recall (%) Precision (%) Fl-score (%)
1 MDS Bots (Thapaliya et al., 2025) sumanpaudel 70.38 71.75 70.98 76.84
2 - Siddartha-10 68.73 74.11 70.33 77.839
3 CUET_INSights (Tofa et al., 2025) Tofa 67.17 74.18 69.17 76.63
4 CUET_Big_O (Hossan et al., 2025) sakib07 68.13 68.61 68.32 74.53
5 1-800-SHARED-TASKS (Purbey et al., 2025) jebish7 66.69 71.83 68.04 76.63
6 One_by_zero (Chakraborty et al., 2025) Dola_Chakraborty 68.1 67.88 67.98 73.68
7 byteSizedLLM (Rohith Gowtham Kodali and Iglesias, 2025) mdp0999 66.89 67.44 67.15 74.11
8 - jerrytomy 66.68 66.29 66.41 73.05
9 - sandeep_S 65.72 67.54 66.37 73.39
10 CLTL Yestin 65.46 67.4 66.12 74.53
11 DI15143A (Yadav and Singh, 2025) DIIS143A 65.37 66.38 65.76 71.37
12 - srikarkashyap 64.78 67.58 65.69 72.42
13 DII15143 DI15143 64.75 64.76 64.74 72.21
14 LLMsAgainstHate (Sidibomma et al., 2025) rushendra910 63.36 65.29 64.08 72
15 CipherLoom Nikhil_7280 61.4 64.47 62.37 71.16
16 Nepali Transformers (Khadka et al., 2025) Pilot-Khadka 62.36 61.57 61.83 68.63
17 DSLNLP (Chauhan and Kumar, 2025) Abhinav05 60.61 61.98 61.01 68.42
18 - decem 59.39 63.81 59.96 71.16
19 CUET_SSTM arefl11n 59.39 64.39 59.73 69.89

20 CIOL (Gupta et al., 2025) azminewasi 58.39 59.1 58.16 66.11
21 Paramananda (Acharya et al., 2025) sure 57.44 58.57 57.85 66.95
22 Paramananda (Acharya et al., 2025) fulbutte 53.3 56.67 53.74 63.58
23 NLP Champs abhay-43 50.77 51.16 50.57 58.32
24 CUFE michaelibrahim 50.27 54.55 50.08 62.53
25 - RohanR 45.77 56.41 44.22 60.42
26 - Tanvir_77 46.85 41.1 43.74 61.68
27 AniSan (Shanto et al., 2025) Priya57 45.33 44.94 42.07 61.68

Table 4: Sub-task C (Target Identification for Hate Speech) Leaderboard, Ranked by Macro F1-score. All scores
are presented as percentages (%). It is to be noted that this leaderboard contains the score till the test deadline and
does not consider further runs done by participants as a part of the system description paper.

ORPO (Hong et al., 2024), achieved the highest
Fl-score of 68.04%, with recall and precision
scores of 66.69% and 71.83%, respectively. This
model outperformed alternatives like Gemma-2
9B and XLM-RoBERTa, which scored lower
due to challenges in detecting nuanced targets
like “community". The results highlighted the
model’s strong performance in identifying targets
such as “individual" and ‘“‘organization," while
community-target detection remained a challenge,
underscoring the need for richer datasets.

One_by_zero (Chakraborty et al., 2025) uti-
lized traditional machine learning models such
as Logistic Regression, SVM leveraging TF-IDF
Feature Extraction, deep learning (DL) architec-
tures such as CNN, BiLSTM, CNN+BiLSTM
hybrid) utilizing Word2Vec and FastText embed-
dings and Transformer-based architectures such
as IndicBERT, MuRIL, XLM-R while adopt-
ing oversampling for underrepresented classes.
Specifically, along with IndicBERT they achieve a
notable high score of 67.85% percentage securing
the sixth spot in the leaderboard.

byteSizedLLM (Rohith Gowtham Kodali and
Iglesias, 2025) opted Attention BiLSTM-XLM-
RoBERTa architecture achieved a macro F1-score
of 67.15% and also secured a seventh position
on the leaderboard, effectively categorizing hate
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speech targets as individual, organization, or
community. This model outperformed baseline
approaches, with the BiLSTM-XLM-RoBERTa
variant scoring 63.56% and the XLM-RoBERTa
base scoring 61.47%. The attention mechanism
improved focus on critical context, enhancing
accuracy for complex multilingual tasks.

DIIS143A (Yadav and Singh, 2025) imple-
mented the HGAA model which achieved a
macro Fl-score of 65.76% and eleventh position
on the Ileaderboard, demonstrating -effective
classification for individual and organizational
targets. Community target detection remained
challenging due to nuanced language and class
imbalance. The inclusion of gating mechanisms
improved performance compared to simpler archi-
tectures, particularly in minority class detection,
showcasing the model’s ability to balance pre-
cision and recall across diverse linguistic contexts.

LLMsAgainstHate (Sidibomma et al., 2025),
the Nemo-Instruct-2407 model (Al and NVIDIA)
delivered the strongest results with an F1-score
of 64.08%. It outperformed models like Phi-
3-medium and Qwen2.5 (Yang et al.,, 2024),
showcasing its robustness in handling target-
specific classifications. = However, a detailed
class-wise breakdown revealed a notable perfor-
mance disparity, with high accuracy in detecting



“Individual" and “Organization" targets, but a sig-
nificant drop for “Community". This discrepancy
underscores the challenge posed by imbalanced
datasets and under-represented categories.

For Nepali Transformers (Khadka et al.,
2025), the Twitter-trained multilingual ROBERTa
(Barbieri et al., 2020) demonstrated competitive
performance, achieving an Fl-score of 61.83%.
While the model excelled in identifying “Individ-
ual" and “Organization" targets, it struggled with
“Community" due to the scarcity of labeled exam-
ples. Augmentation strategies using multilingual
embeddings provided modest improvements but
did not fully resolve the imbalance challenges.

DSLNLP (Chauhan and Kumar, 2025), their
MuRIL model performs the best on this task. In
order to achieve the greatest results on target
identification for hate speech on Devanagari
scripts, they improved the same models of Bert
variations and applied the same ensembling
techniques as in the prior tasks. The ensemble
method with a majority voting strategy yielded
the highest precision of 63.91%, whereas the
maximum Fl-score and recall on MuRIL were
61.01% and 60.60%, respectively. Their MuRIL
model came in at number seventeen out of all the
teams who took part in subtask C.

IITR-CIOL (Gupta et al., 2025) built a model
that was pre-trained on a multilingual transformer
model to handle the linguistic diversity and
complexity of South Asian languages. While the
model performed exceptionally well in Subtask
B (hate speech detection), achieving an accuracy
of 88.40%, its performance in Subtask C was
notably lower, with an accuracy of 66.11%. The
ablation studies revealed that sequence length was
the most critical factor in model performance,
with longer sequences providing better context
and more accurate predictions.

Paramananda (Acharya et al., 2025) used
BERT which demonstrated superior performance
with an F1 score of 53.74%. BERT’s success is
attributed to its ability to leverage deep contextual
embeddings, enabling the identification and differ-
entiation of nuanced targets such as individuals, or-
ganizations, and communities.
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5 Discussion

The shared task on Devanagari-script languages of-
fered unique insights into the complexities of NLU
for low-resource languages. Participants show-
cased a diverse range of approaches, from classical
machine learning models to transformer-based ar-
chitectures and large language models, each with
distinct strengths and limitations. Success of mod-
els like IndicBERT and XLM-RoBERTa in Sub-
task A underscores importance of multilingual and
domain-specific embeddings in effectively distin-
guishing between linguistically similar languages.

However, the results also illuminate several
challenges. Despite achieving high overall ac-
curacy, many models struggled with underrepre-
sented classes, such as ‘Community’ in Subtask
C, pointing to limitations of existing datasets and
the need for better class balance and data augmen-
tation techniques. Additionally, while transformer-
based models excelled in capturing contextual nu-
ances, their reliance on large-scale training data
highlights the necessity of domain-specific pre-
training and fine-tuning strategies tailored for low-
resource languages. Moving forward, fostering
collaboration within the NLP community and de-
veloping more comprehensive datasets will be cru-
cial to addressing these challenges and advancing
research in Devanagari-script languages.

6 Conclusion

This shared task on NLU for Devanagari-script
languages addressed critical challenges in lan-
guage identification, hate speech detection, and
target classification. Through the participation of
diverse teams and methodologies, the task high-
lighted the potential of transformer-based models,
ensemble approaches, and hybrid architectures in
tackling the linguistic and contextual intricacies of
low-resource languages. Substantial progress was
demonstrated, particularly in language identifica-
tion, where models achieved near-perfect scores,
showcasing the effectiveness of multilingual em-
beddings and pretraining on diverse datasets. Nev-
ertheless, challenges such as class imbalance, un-
derrepresentation of specific categories, and the
need for domain-specific pretraining were identi-
fied as key areas requiring further research. This
task has laid the groundwork for future exploration
and highlighted the importance of more research
in inclusive and culturally aware NLP solutions.
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A Related Works

Identifying Devanagari script in social media is
an increasingly challenging task that requires the
attention of scholars, policymakers, and society
(Sharma and Mithun, 2023; Singh et al., 2023).
Hate speech detection has been a prominent re-
search domain, with numerous studies concen-
trating on English and other widely spoken lan-
guages (Basile et al.,, 2019; Ousidhoum et al.,
2019). However, efforts to identify hate speech
in Devanagari-script languages, including Hindi,
Nepali, and Marathi, are still insufficient (Sharma
et al.,, 2024; Velankar et al., 2022; Singh and
Thakur, 2024). Few studies have made substan-
tial progress in identifying the targets of hate
speech. Current studies generally expand hate
speech classification to identify targets as persons
or groups based on established criteria (Mathew
et al., 2021; Mollas et al., 2022). Nevertheless,
these approaches often rely primarily on English-
centric models, with minimal adaptations for De-
vanagari script. Few studies have begun to fill
the gap by leveraging multilingual embeddings
to identify Devanagari script and its applications
(Magdum et al., 2023; Timilsina et al., 2022;
Gupta et al., 2022). Despite these advancements,
the domain continues to encounter obstacles due
to the varied linguistic attributes of the Devana-
gari script and the restricted availability of high-
quality labeled datasets. To overcome the prob-
lem of reliable annotated datasets, researchers cu-
rated the corpus specifically focused on Devana-
gari languages like Hindi, Marathi, Bhojpuri, San-
skrit and Nepali (Jafri et al., 2024; Kulkarni et al.,
2021; Ojha, 2019; Aralikatte et al., 2021; Rauniyar
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et al., 2023). This shared task utilizes the Devana-
gari dataset to engage scholars and professionals
in addressing the problem of language identifica-
tion, hate speech, and its target identification in
the corpus.

B Evaluation and Competition

This section explains the nature of our competi-
tion, including the system for calculating rankings
and other important details.

B.1 Evaluation Metrics

We employed accuracy, precision, recall, and
macro Fl-score to evaluate the performance. The
macro F1-score sorting method was used to estab-
lish the participants’ rank.

B.2 Competition Setup

We used the Codalab' to organize our competition.
There were two stages to the competition: an eval-
uation stage where participants were introduced
to the Codalab system, and a testing phase where
the ultimate leaderboard ranking was established
based on performance.

Registration: The shared task attracted 113 par-
ticipants. Our shared task had interest from a di-
verse range of backgrounds and regions as antic-
ipated by the email domains they registered with.
Of these, 32 teams submitted their predictions.

Competition Timelines: On August 19, 2024,
participants received access to the training and
evaluation data, marking the beginning of the task.
This initial phase aimed to help participants be-
come familiar with the dataset and task require-
ments. The test phase started on September 27,
2024, when test data was made available with-
out ground truth labels. Originally scheduled to
end on October 17, 2024, the testing period was
extended to October 27, 2024, in response to re-
quests from participants, allowing additional time
to complete submissions. The deadline for system
description paper submissions was also extended
from November 3 to November 10, 2024, provid-
ing more time for participants to document their
methods. This structured timeline allowed partici-
pants to fully engage with each phase. We also en-
sured that support was provided to the participants
in case of technical difficulties.

'The competition page can be found here: https://
codalab.lisn.upsaclay.fr/competitions/20000.
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