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Abstract
Traditional language models in NLP have
been extensively made use of, in hate-
ful speech detection problems. With the
growth of social media, content in regional
languages has grown exponentially. How-
ever, use of language models as well as
LLMs on code-mixed Hindi-English hateful
speech detection is under-explored. Our
work addresses this gap by investigating
both cutting-edge LLMs by Meta, Google,
OpenAI, Nvidia as well as Indic-LLMs
like Sarvam, Indic-Gemma, and Airavata
on hateful speech detection in code-mixed
Hindi-English languages in a comprehen-
sive set of few-shot scenarios which in-
clude examples selected randomly, as well as
with retrieval-augmented generation (RAG)
based on MuRIL language model. We ob-
served that Indic-LLMs which are instruc-
tion tuned on Indian content fall behind on
the task. We also experimented with fine-
tuning approaches, where we use knowledge-
distillation based-finetuning by using ratio-
nale behind hate speech. Finally, we also
propose Dwesh-Vaani, an LLM based on
fine-tuned Gemma-2, that out-performs all
other approaches at the task of religious
hateful speech detection as well as targeted
religion identification in code-mixed Hindi-
English languages. Black-box functionality
testing is used to establish its robustness
and stability.

1 Introduction
Due to the exponential growth of internet, so-
cial media has become a preferred medium for
individuals to share their views and thoughts.
According to some estimates, more than half of
the world now actively use social media, with
this number growing by around 260 million,
just over the last year. While social media has
undoubtedly brought people closer and made
access to information easy, it has also been

used over the years to spread hate and misin-
formation. Social media is used by individuals
with malicious intents to spread hate by ampli-
fying their stereotypical and derogatory views
expressing hate or encouraging violence at an
individual or community (based on their race,
religion, sex etc.), which can reach audience
in all corners of the world in a matter of sec-
onds. The presence and generation of such
negative contents can create divide within in-
dividuals and communities within society and
lead to conflicts and hostility. Previous studies
have also pointed out the urgency to address
this issue, in order to maintain a peaceful and
inclusive society.

Over the past few years, numerous research
studies have examined different aspects of hate
speech and offensive language detection, includ-
ing related topics such as identifying abusive
content (Nobata et al., 2016; Sazzed, 2021), cy-
berbullying detection (Paul et al., 2022; Iwendi
et al., 2020) and detecting hostility (Bagora
et al., 2022; Kamal et al., 2021; Raha et al.,
2021). Some of these studies have specifically
concentrated on targeted hate speech (Chiril
et al., 2021; ElSherief et al., 2018; Sharma et al.,
2023), while others have explored issues related
to vulnerable communities, such as detecting
homophobia and transphobia (Sharma et al.,
2022; Chakravarthi et al., 2022)

In spite of recent research, the incidences
of religious hate speech are continuously ris-
ing every day. Additionally, we have started
to see drastic real-world consequences of hate
speech targeting religious groups, one promi-
nent example being the Rohingya crisis in
Myanmar, where social media was used ex-
tensively to spread misinformation and incite
violence against the minority Rohingya Mus-
lim community. Similarly, anti-Semitic hate
speech surged across the social media during
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the conflict between Hamas and Israel, incit-
ing violence. Given the huge volumes of hate
speech content that is generated on social me-
dia, language models have been used exten-
sively in previous studies for automatic detec-
tion of harmful content.

Most of the existing research works focus
on content in English language, and there is
relatively less study on hateful content on so-
cial media in low-resource languages like Hindi.
Hindi is spoken across 20 countries with 577
million native speakers and now has a signif-
icant amount of content available online, as
people are increasingly expressing themselves
on social media in regional or code-mixed lan-
guages. However, lack of suitable datasets for
targeted hate speech against religion in Hindi
or Hindi-English code-mixed languages, had
rendered the progress slow. Recently, Targeted
Hate Speech Against Religion (THAR) dataset
(Sharma et al., 2024) was curated, in a step
towards building language models to bridge
this gap. Additionally, given the language un-
derstanding prowess of LLMs, they have been
under-explored on tasks like hate speech detec-
tion, with a scarcity of research in this area.

In this paper, we bridge the aforementioned
gap by evaluating both Multi-lingual Masked
Language Model (like MuRIL) and few-shot
learning techniques with cutting-edge LLMs
like Llama-3.1, Gemma-2, and GPT-4o Mini
as well as Indic LLMs like Sarvam, Nemotron,
Airavata, and IndicGemma.

Therefore, we perform analyses and evalu-
ations in following four different approaches.
Firstly, we evaluate a multilingual masked lan-
guage model on the task of religious hate speech
detection in YouTube comments and identifi-
cation of religion that the comment hatefully
targets.

Secondly, we make use of in-context learning
using state-of-the-art open-source Instruction-
tuned LLMs, to evaluate their performance
on zero-shot and few-shot (1 and 2 examples
per class) learning and Retrieval-Augmented
Generation (RAG). Thirdly, we experiment
with fine-tuning and knowledge-distillation ap-
proaches using the LLMs.

Finally, we propose DweshVaani, an LLM
based on Gemma-2, that can be used as state-
of-the-art model for religious hate speech de-
tection in Hindi and Hindi-English code-mixed

languages. We show that this model is able
to outperform all other approaches, as well
black-box testing shows it to be more robust.
Additionally, we also perform extensive error
analysis of the best performing model.

2 Related Work

2.1 Hate-Speech Detection
Previous studies have focused on different
facets of hate speech detection, like abusive
comments (Nobata et al., 2016; Sazzed, 2021;
Zia Ur Rehman et al., 2023), offensive con-
tent (Salaam et al., 2022; Saumya et al., 2021;
Chen et al., 2012), toxic speech (D’Sa et al.,
2020; Nguyen et al., 2021), including transpho-
bia (Chakravarthi et al., 2022; Sharma et al.,
2022) and misogyny detection (Nozza et al.,
2019; Pamungkas et al., 2020). Hate speech
concerning religion is a sensitive topic as it
has the power to create divide in societies, as
recently observed in the Delhi riots. There
do exist studies on religious hate speech detec-
tion but have often not been comprehensive
in covering major religions, for example, some
cover only Islamophobia detection (Mehmood
et al., 2021). Due to lack of suitable datasets
and generalized models, religious hate speech
detection in low-resource languages remains
under-explored.

Despite a significant amount of popula-
tion speaking Hindi, datasets for religious
hate-speech detection in Hindi or code-mixed
Hindi-English were largely absent. Targeted
Hate Speech Against Religion (THAR) dataset
(Sharma et al., 2024) was recently released
which aimed to address this gap. It not only
has information about whether a comment was
hatefully targeting a religion, but also encom-
passes information about which religion it was
targeting. We make use of this dataset in our
study.

2.2 Using LLMs for Hate Speech
Detection

There has been some focus on using LLMs
to generate datasets on hateful speech.
Hartvigsen et al. (2022) used demonstration-
based prompting for LLMs, to encourage it to
generate both toxic and benign sentences that
talk about minority groups without any sort
of explicit words or language. In this way they



48

created the TOXIGEN dataset which encom-
passes implicit toxicity which can be used to
train language models to detect subtle toxicity
rather than getting confised with any mentions
of minorities. Some works like that by Das
et al. (2022a) have even constructed evaluation
sets (HateCheckHIn) in Hindi for testing multi-
lingual functionalities of hate speech detection
models. In a further work, Das et al. (2024)
evaluated ChatGPT 3.5 on these functionality
tests and observed that it performs inferior on
Hindi as compared to other languages.

Guo et al. (2023) assessed the ability of
LLMs in hate speech detection by employing
them on five datasets, namely - HateXplain,
COVID-HATE, CallMeSexist, USElectionHate
and SWSR. They used few-shot learning and
chain-of-thought prompting techniques with
GPT3.5-Turbo along with fine-tuned BERT,
and RoBERTa models, and observed that Chat-
GPT consistently out-performs both of them.
Additionally, when they tested ChatGPT on
multilingual hate speech detection in Chinese
language, it was observed that ChatGPT per-
forms significantly poor than expected. Roy
et al. (2023) evaluated GPT3.5, flan-T5-large
and text-davinci, across three datasets - Hat-
eXplain, implicit hate, and Toxic-Spans, which
contain the ground truth explanations as well.
Using vanilla prompts, flan-T5-large came out
to be the best performing model among the
three. Additionally, when the prompt included
information about the target community, per-
formance gains of upto 30% are obtained. Sen
et al. (2024) explored use of Tiny LLMs like
TinyLlama, phi-2 and opt-1.3B on two hate-
speech datasets, namely - DynaHate and ha-
teeval. They observed significant gains in per-
formance across all models for both datasets,
when they fine-tuned the models using LoRa,
with opt-1.3b model coming out as the best
performing model.

These works have multiple gaps - they do not
either assess LLMs on religious hateful speech
in code-mixed Hindi-English languages, or do
not present the targeted religion, which is a
more challenging task than hate identification.

3 Task and Dataset

Hateful speech detection in Code-mixed Hindi-
English languages is a challenging problem be-

cause of scarcity of appropriate datasets. For
this work, we used the recently released Tar-
geted Hate Speech Against Religion (THAR)
dataset (Sharma et al., 2024). It consists of
comments from YouTube videos scraped from
videos discussing controversial topics in reli-
gious contexts, including political discussions.
Two sub-tasks are proposed by the creators for
this dataset:

Subtask 1 (Binary Classification): In
this, the comments are classified into two cate-
gories - Anti-religion and Non-Anti-religion.

1. Anti-religion: A comment falls under the
anti-religion class if it meets one or more
of the following criteria:

• Show hostility towards religious be-
liefs and their sacred elements.

• Attack or belittle any religious faith.
• Critique the practices and rituals as-

sociated with a specific religion.
• Exhibit hate towards spiritual leaders

or celebrities who promote a particu-
lar religion and its cultural aspects.

2. Non-Anti-religion: A comment falls under
the non-anti-religion class if it is not hos-
tile in nature and does not promote any
religious hate or any form of hatred.

Subtask 2 (Multi-class Classification):
In this, the comments are classified into four
categories:

1. Christianity: A comment falls under this
class if it spreads hate or attack on mission-
aries, the church, their religious customs,
and seek to diminish or undervalue their
faith or beliefs.

2. Hinduism: A comment falls under this
class if it is hostile directed at Hindus,
their religious beliefs, cultural practices,
sacred elements, and places; criticizes their
spiritual leaders, uses abusive language
towards them for their speeches, or insults
their deities.

3. Islam: A comment falls under this class
if it promotes hatred towards Muslims,
their religious beliefs, culture, and sacred
elements, as well as criticisms directed at
their religious leaders and disrespectful
language regarding their teachings.
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4. None: A comment falls under this class if
it does not promote religious hate or any
form of hatred, maintains a non-hostile
and respectful tone towards all beliefs and
faiths.

In this work, we utilize the Subtask 2, consid-
ering that it encompasses the non-anti-religion
hateful speech detection task as well as it in-
cludes the problem of identification of the tar-
geted religion, which is a more challenging task.
Details of the dataset are shown in Table 1.
Some examples from the dataset are shown
below. A few other examples are added in
Appendix A.

1. Christianity:

• Comment: Chrtitan log convent

school kholte h Waha bachho ko

convert karte

Explanation: The comment sug-
gests that Christians open convent
schools where they convert the reli-
gion of children, implying a negative
view of Christianity.

2. Hinduism:

• Comment: Bharat main pahle Hindu

hi the lekin woh sab kalma padh kar

Musalman huye aur hindu kisi layak

nahi

Explanation: This comment implies
a derogatory assertion about Hindus
by suggesting a superiority of another
group, which can be interpreted as an
attack on Hindu identity and beliefs.

3. Islam:

• Comment: Yeh hain peace wala

religion musalman

Explanation: This comment ap-
pears to mock a religious group, im-
plying a negative view of Islam.

4. None:

• Comment: �हदू और मुसलमान बनने से

पहले इसंान बनो ! देश में अभी भी इसंािनयत

�जदा है !

Explanation: This comment sug-
gests to put humanity first before re-
ligion, and does not express hatred
towards any religion.

Train Test Whole
Christianity 360 31 391

Hinduism 1,217 132 1,349
Islam 3,326 388 3,714
None 5,491 604 6,095
Total 10394 1155 11549

Table 1: THAR Dataset statistics

• Comment: Inke na khane se sach

khane se sach jhuth to nhi bn sakta

sach to sach hi rhega

Explanation: This comment ex-
presses a general opinion that not
saying anything would not affect the
truth.

4 Methodology
4.1 In-Context Learning
For in-context learning, we use LLMs like:

• Llama: We used Meta’s Llama-3.1 8B
model (AI@Meta, 2024). Llama-3 has 2
other variants at the time of writing - 70B
and 405B parameter models, all of which
have context length of 128k.

• GPT: We used OpenAI’s GPT-4o Mini
(OpenAI et al., 2024) which has a context
window of 128k.

• Gemma: We used Gemma-2 9B model
(Google) (Gemma Team, 2024), which has
context length of 8,192.

• Sarvam-1: We used Sarvam AI’s Sarvam-1
(Sarvam, 2024) 2B model.

• Nemotron-Hindi: We used Nvidia’s
Nemotron-4-Hindi (Joshi et al., 2024) 4B
Instruct-tuned model.

• Indic-Gemma: We used Telugu LLM Labs’
Indic-Gemma (TeluguLLM-Labs), which
is fine-tuned on Gemma 7B model.

• Airavata: We used AI4Bharat’s Airavata
model (Gala et al., 2024) which is a In-
dicInstruct dataset fine-tuned version of
OpenHanthi 7B model.

• Project Indus: We used TechMahin-
dra’s Project Indus LLM (Malhotra et al.,
2024), which is a 7B parameter model.
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These pre-trained chat models have been fur-
ther fine-tuned to follow instructions (except
Sarvam-1) with Reinforcement Learning from
Human Preferences (RLHF) (Ouyang et al.,
2024). Therefore, we use the Instruction-tuned
versions of each of the models. For Sarvam-1,
we do not perform in-context learning, and di-
rectly fine-tune the model on our instruction
dataset to perform inference. We perform infer-
ence using a Nvidia L4 GPU with upto 22.5 GB
of GPU memory. We experiment with 4-bits
quantized versions of the models.

4.2 Prompt Engineering
Articulate prompt engineering is crucial in
steering behaviour and response of the LLMs,
by providing them the appropriate instructions
and context for a task. The prompt template
is shown in B.1.

The prompt starts with an instruction which
encompasses the context of the task including
a knowledge base detailing the classification
criteria and names of the classes. The test
statement is then provided as an input by the
user.

4.2.1 Zero Shot and Random Few Shot
Learning

For our initial approach, we experimented with
zero-shot learning and in-context learning with
1 and 2 examples per class, chosen randomly
from the training set.

4.2.2 Retrieval Augmented Generation:
Semantically Similar Few Shot
Learning

In this approach, we select those examples for
in context learning from the training set, which
are semantically similar to the test statement
at inference. This is achieved by first training a
sentence transformer (MuRIL) (Khanuja et al.,
2021) on the training set, which learns to en-
code the statements in the embedding space,
based on whether their class is similar or dis-
similar. Details of MuRIL model are given in
Appendix C.

In this work, we select one of its variations-
’muril-large-cased’, which is based on the BERT
Large model. Therefore based on this idea, for
each test sentence to be classified, we use the
muril-large-cased vector embeddings and the
cosine similarity metric (for distance calcula-

tion) to retrieve the 1, 4 and 8 most similar
examples at inference time, while performing
in-context learning (as shown in Figure 1).

Figure 1: Dynamic LLM prompt construction
through Retrieval-Augmented Generation (RAG),
using cosine similarity for in-context data selection.
We use K=1, 4, 8.

5 Experiments and Results

5.1 Experimental Setup
We perform fine-tuning of the Sentence Trans-
formers model using PyTorch and HuggingFace
libraries. For in-context learning, the prompt
is described in Section 4.2.

5.2 Hyper-parameter tuning of MuRIL
MuRIL was fine-tuned using Optuna frame-
work. Over 10 trials, validation micro-F1 was
maximized by having search spaces over body’s
learning rate (1e-6, 1e-3), and weight decay (1e-
3, 1e-1). Tuning and deployment of the model
was performed on an Nvidia L4 GPU with 22.5
GB memory.

5.3 Results
We report the performance of the models
through the metrics: micro-F1 (µ-F1) and
macro-F1 (m-F1), as shown in Table 2.

On zero-shot learning, GPT-4o-Mini is the
best performing model, followed by Gemma-2.
On one-shot learning as well, GPT-4o-Mini sig-
nificantly out-performs all other models, how-
ever, we see a significant increase in perfor-
mance of all models when RAG-based one sim-
ilar example is presented. For e.g., here, for
the second best performing model Airavata,
µ-F1 increases from 34.03 to 55.58, which is an
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increment of more than 20 percentage points
(pp).

When presented with RAG-based 4 similar
examples, GPT-4o-Mini still is the best per-
forming mode, however, Airavata appears to
close in on the gap. Interestingly, when RAG-
based 8 most similar examples are provided,
GPT-4o-Mini’s performance appears to plateau
indicating that more examples are contributing
to noise, rather than helping in model’s under-
standing of hateful comment. We observed a
similar trend for the next best model here -
Gemma-2, which only had a 1 pp increase in
µ-F1, from the 4-shot learning (similar) set-
ting, as well as Airavata - whose performance
actually declines (from 60.43 to 58.96 µ-F1).

Additionally, even when presented with upto
RAG-based 8 similar examples, the best per-
forming model (GPT-4o-Mini), still lags upto
10 percentage points compared to the MuRIL
language model, which was fine-tuned on the
whole dataset, but is much smaller in size. This
could be attributed to the challenging nature
of the dataset, where the samples have been
picked up from Youtube comments, and in-
clude real-world noise - emojis, slangs, typos
etc. Due to this, it must be difficult for the
LLMs to excel at the task, given that they are
generally pre-trained on curated and processed
datasets.

Another open-source LLM that we employed
- Project Indus, performed poorly with gib-
berish outputs, even when one example was
provided. Therefore, we omitted the model
while presenting the results.

Therefore, in general we observed that us-
ing our RAG-approach based similar samples
lead to better in-context learning results for all
the models, across all the settings. Although
there’s a threshold of examples, beyond which
the performance for the LLMs seems to either
plateau or decline, on the task.

6 Fine-Tuning of Instruction Tuned
LLMs

Based on the performance of models during
in-context learning, we select Gemma-2 model
for fine-tuning to investigate if model perfor-
mance could be enhanced further. Each sam-
ple from the training set was converted into a
prompt which included the test statement as

a user input and the true label as the reply
expected from the chat assistant. The prompt
template used was exactly the same as depicted
in Section 4.2. QLoRA (Quantized Low-Rank
Adaptation) (Dettmers et al., 2023) was used
to efficiently fine-tune the model. We first
quantized the pre-trained model to 4-bit and
then added a set of learnable low-rank adapter
weight matrices with rank 64, that are tuned
using backpropagation for upto 3 epochs. This
was able to significantly reduce trainable pa-
rameters to 216M, hence significantly reduc-
ing GPU memory requirements. The details of
hyper-parameters are shown in Table 5 in Ap-
pendix D. We compared the performance with
the Sarvam-1 2B model, which we instruct-
tuned on this task.

We observed that with just three epochs of
fine-tuning, it is able to achieve a µ-F1 score of
76.19%, which significantly out-performs few-
shot learning based approaches in LLMs as well
as MuRIL (as shown in Table 3). Therefore, we
propose this fine-tuned model, namely Dwesh-
Vaani LLM as state-of-the-art language model
for hateful speech detection as well as targeted
religion identification.

7 Knowledge Distillation based
Fine-tuning

Considering the challenging nature of the task,
we investigated if incorporating additional in-
formation like rationale during the fine-tuning
process can help improve the model’s under-
standing of hateful speech. To test this, we
experimented with dynamically augmenting
training prompts during the fine-tuning pro-
cess with the rationale behind each of the clas-
sifications, i.e. why or why not a particular
comment is hatefully targeting a religion, and
in case it is - why is it targeting that partic-
ular religion. We generated these rationale
using the GPT-4o-Mini LLM, and the prompt
templates are shown in B.2.

Some examples of generated rationale:

• Comment: आपकी आवाज दरूदश�न के TV

ANCHOR की तरह ह,ैलाइक your voice

Targeted Religion: None
Generated Rationale: The comment ex-
presses a positive comparison of someone’s
voice to that of a TV anchor, without
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any derogatory or negative implications
towards any religion.

• Comment: Bhai Muslim sb ko jhagra kar

ke kya milta ha jaha dekho hindu sb ko

marte rhete ha akhir kya bigara hindu sb

Targeted Religion: Islam
Generated Rationale: The comment ex-
presses hostility towards Muslims by sug-
gesting they are instigating conflict with
Hindus, which perpetuates negative stereo-
types and incites division between the two
religious communities.

• Comment: दिुनया के सबसे पहले इसंान आदम

अलिैहस्सलाम थे और वो मुसलमान थे तो �हदओुं

का पूव�ज भी मुसलमान ही हुए थोड़ा िदमाग लगाओ

सालों अकल है या नहीं

Targeted Religion: Hinduism
Generated Rationale: The comment
dismissively asserts that the first human
was a Muslim, implying that Hindu beliefs
about their own origins are inferior or in-
correct, which can be seen as an attack on
Hinduism and its cultural identity.

• Comment: Mujhe 5 baar kosis ki gai thi

Christianity me convert karne ki.

Targeted Religion: Christianity
Generated Rationale: The comment
expresses frustration about repeated at-
tempts to convert the speaker to Chris-
tianity, which can imply a negative senti-
ment towards the religion and its practices,
potentially reflecting a broader disdain or
hostility towards Christianity.

Therefore, we essentially used rationale
knowledge distilled from the GPT-4o-Mini
LLM in the Gemma-2 model and used it to
dynamically augment the training prompts dur-
ing the fine-tuning process. We trained this
model for one epoch, while keeping all the other
hyper-parameters same as shown in Table 5.
We name the resulting model, DweshVaani-X
(experimental). Contrary to our hypothesis,
we achieved significantly poor results (shown
in Table 3) as compared to both in-context
learning, as well as Dwesh-Vaani, which was di-
rectly fine-tuned without using any additional
knowledge.

Models µ− F1 m−F1

GPT-4o (8-shot RAG) 63.03 53.14
Gemma-2 (8-shot RAG) 59.83 51.64
MuRIL 73.33 61.31
Sarvam-1 51.86 44.98
DweshVaani 76.19 64.27
DweshVaani-X 60.69 41.92

Table 3: Comparison of our model’s performance
against other other approaches

Methods Setting µ− F1 m−F1

MuRIL Full-Data 73.33 61.31
Llama-3.1 0-shot 44.68 40.17
Gemma-2 0-shot 45.97 40.16
GPT-4o 0-shot 49.96 44.17
Nemotron 0-shot 41.13 34.76
Airavata 0-shot 34.03 32.17
Indic-Gem 0-shot 45.63 36.56
Llama-3.1 1-shot (sim) 55.50 47.44
Gemma-2 1-shot (sim) 54.03 47.02
GPT-4o 1-shot (sim) 59.39 50.72
Nemotron 1-shot (sim) 49.87 41.78
Airavata 1-shot (sim) 55.58 49.03
Indic-Gem 1-shot (sim) 44.16 36.77
Llama-3.1 4-shot (sim) 56.36 39.35
Llama-3.1 4-shot (ran) 49.78 41.65
Gemma-2 4-shot (sim) 58.87 51.08
Gemma-2 4-shot (ran) 56.19 47.54
GPT-4o 4-shot (sim) 63.03 52.86
GPT-4o 4-shot (ran) 54.89 46.12
Nemotron 4-shot (sim) 57.66 44.67
Nemotron 4-shot (ran) 54.89 40.56
Airavata 4-shot (sim) 60.43 52.80
Airavata 4-shot (ran) 43.46 39.63
Indic-Gem 4-shot (sim) 54.03 41.75
Indic-Gem 4-shot (ran) 54.03 40.53
Llama-3.1 8-shot (sim) 57.23 48.64
Llama-3.1 8-shot (ran) 49.52 41.64
Gemma-2 8-shot (sim) 59.83 51.64
Gemma-2 8-shot (ran) 54.72 46.70
GPT-4o 8-shot (sim) 63.03 53.14
GPT-4o 8-shot (ran) 56.97 47.43
Airavata 8-shot (sim) 58.96 51.73
Airavata 8-shot (ran) 37.49 33.60
Indic-Gem 8-shot (sim) 59.05 46.55
Indic-Gem 8-shot (ran) 50.65 39.12

Table 2: Classification results for all models on the
test data, with N-Shot indicating the number of
samples used during training. Sim: Similar exam-
ples and Ran: Random examples



53

Gold Label Misclassifica-
tions

Christianity 54.84%
Hinduism 55.30%
Islam 20.62%
None 17.38%

Table 4: Misclassified labels along with their mis-
classification percentages, for the DweshVaani (zero-
shot) LLM

8 ERROR ANALYSIS

We performed an error analysis of our top
model DweshVaani (zero-shot), to understand
the model’s behaviour based on what it gets
wrong. The misclassified labels along with the
percentage errors in each are shown in Table 4.
The model made 105 errors on ’None’, 80 on ’Is-
lam’, 73 on ’Hinduism’ and 17 on ’Christianity’
class.

Upon inspecting the samples and their pre-
dicted labels, we observe that the all the
comments for ”Christianity” were classified as
”None”. We noticed that some comments like
"�हदू धम� मानने वाले लोग कान खोल कर सुन ली�जए ईसाई

धम� जसेै कोई धम� नहीं ह"ै, were labelled as target-
ing religions like ”Christianity” and classified
as ”None”. Another example of such an error
is "Vo pati Patni ke beech ki ladai thi fir sb thik

hogaya". These errors point to labelling errors,
and provide belief in robustness of our model,
which is able to still classify as the right label.

For the class ”Hinduism”, we observed am-
biguity with respect to targeting ”Islam”, con-
fusing the model into misclassifying one into
another. For example, "हमारे ही प�रवार के लोग

मु�स्लम बन गए", was labelled as targeting ”Hin-
duism”, but classified as ”Islam”. Here too,
we observed labelling errors. We see a similar
trend for ”Islam” class as well.

Overall, we observed that the incorrect label-
ing could be attributed to most of the errors
and an analysis and correction of labels is re-
quired.

9 FUNCTIONALITY BLACK-BOX
TESTING

Higher values of the metrics used (like µ− F1)
indicate more desirable performance (as shown
in Table 3). Recent works have highlighted the
limitations of such an evaluation paradigm that

these metrics do help to measure the model
performance, however they are incapable of
identifying the weaknesses that could poten-
tially exist in the model. Therefore, we perform
additional functionality black-box testing using
the HateCheckHIn (Das et al., 2022b) evalua-
tion dataset to find out weaknesses present in
our multilingual hate speech detection model
- DweshVaani. Functionality testing results
are shown and discussed in detail in Appendix
E. Overall, we show that our model provides
more stable and robust performance on reli-
gious hateful speech than the baseline.

10 CONCLUSION

We leveraged LLMs for hateful speech detection
against religions in code-mixed Hindi-English
languages. For this, we conducted a compre-
hensive few-shot text classification study based
on random examples as well as using a RAG-
based approach. We demonstrated that using
semantically similar examples, LLMs can sur-
pass zero-shot and other few-shot learning ap-
proaches. We also experimented with QLoRA-
based fine-tuning approaches, where we used
two approaches - one, where the model was
directly fine-tuned without providing any addi-
tional information; and two - where the model
was fine-tuned based on knowledge about ra-
tionale distilled from the GPT model. Interest-
ingly, the latter could only perform at par with
the 8-shot RAG setting. We did extensive qual-
itative analysis of the errors made by our model.
Finally, we proposed Dwesh-Vaani LLM, based
on fine-tuned Gemma-2, which surpasses all
other approaches in performance on hateful
speech detection on code-mixed Hindi-English
languages.

11 LIMITATIONS

We have identified the following limitations
of this work. First, the counter-intuitive re-
sults with knowledge distilled model need to
be further investigated. Second, there are some
refinements that need to be performed on the
dataset. And finally, in an aim towards com-
prehensive models targeting detection of hate-
speech, datasets corresponding to other aspects
like gender, misogyny etc. could also be in-
cluded.
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A Dataset Examples

1. Christianity:

• Comment: Please churcho ko

bharat me ban karo
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Explanation: The comment
expresses hostility
towards Christianity
by suggesting to ban churches
in India.

2. Hinduism:

• Comment: Hindu dharm nahi

hai saitan ka marg

hai jo sidha nark

ki our lejata hai

Explanation: This comment ex-
presses hostility towards Hinduism
by suggesting that Hinduism is not
a religion and making a derogatory
remark.

3. Islam:

• Comment: मोिमन होने के �लए अनपढ़

होना भी जरूरी है ।

Explanation: By suggesting low lit-
eracy rate in a religious group, this
comment perpetuates negative stereo-
types about Islam.

B Prompt Templates

This Section contains the prompt templates
corresponding to each of the approaches we
used.

B.1 Prompt Engineering
"""You are an expert assistant which
can analyze hate speech texts from
Youtube comments and identify the
religion they are targeting. Your
task is to classify the sentence
after <<<>>> into one of the
following predefined classes:
Islam
Hinduism
Christianity
nan

Respond with nan, if the text does
not target any religion. You will only
respond with the name of the class. In
case you reply with something else, you
will be penalized.
Do NOT provide explanations or notes.

<<<

Sentence: {dialogue}
>>>
Class:"""

B.2 Knowledge Distillation
"""You are an expert assistant which
can analyze hate speech texts from
Youtube comments and identify the
religion they are targeting. Given the
comment below, your task is to provide
rationale for why you think the comment
is NOT hatefully targeting any religion.

You will only respond in one sentence."""

"""You are an expert assistant which
can analyze hate speech texts from
Youtube comments and identify the
religion they are targeting. Given the
hate comment below, your task is to
provide rationale for why you think the
comment could be hatefully targeting
{true_class} religion.

You will only respond in one sentence."""

C MuRIL

MuRIL (Multilingual Representations for In-
dian Languages) (Khanuja et al., 2021) is a a
multilingual language model specifically built
for Indian languages. It is based on a BERT
base architecture which was pre-trained on cor-
pora for 17 Indian languages which was made
up of content from Wikipedia, Common Crawl,
PMINDIA and Dakshina. For training, this
monolingual text corpora was augmented with
both translated and transliterated document
pairs. Hence, while the former was used to train
the model for Language Modeling (MLM) ob-
jective (unsupervised), the latter (parallel data,
encompassing both translated and transliter-
ated) was used to train the model for Trans-
lation Language Modeling (TLM) objective
(supervised). In the previous work by Sharma
et al. (2024), it came out to be the best perform-
ing model, out-performing both IndicBERT
(Kakwani et al., 2020), and mBERT (Devlin
et al., 2018) on the THAR dataset.

D QLoRA Hyper-parameters

Details of QLora Hyper-parameters are shown
in Table 5.
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Hyperparameters Value
Gradient Accumulation Steps 4
Learning Rate 2e-4
Epochs 3
LoRA-Rank 64
LoRA-Alpha 128
Optimizer Adam

Table 5: QLoRA Hyper-parameter Details

E Functionality Black-Box Testing

Higher values of the metrics used (like µ− F1

and m−F1 ) indicate more desirable perfor-
mance (as shown in Table 3). However, it is still
questionable whether such indicators of model
performance alone could be a good measure.
Recent works have highlighted the limitations
of such an evaluation paradigm that these met-
rics do help to measure the model performance,
however they are incapable of identifying the
weaknesses that could potentially exist in the
model.

Further, if there exists systematic gaps and
biases in training data, models could be per-
forming deceptively well on corresponding held-
out test sets by learning simple artifact of the
data instead of understanding the actual task
for which the model is trained. Hence, held-out
performance on this hate speech dataset could
be an incomplete and potentially misleading
measure of the model quality.

Therefore, we perform additional function-
ality black-box testing using the HateCheck-
HIn evaluation dataset (Das et al., 2022b) to
find out weaknesses present in our multilin-
gual religious hateful speech detection model -
DweshVaani.

Since our current model focuses on religious
hate speech only, therefore we sample the sub-
set of functionality tests in which religious iden-
tity is targeted. Additionally, we consider the
MuRIL model finetuned on the THAR dataset
as a baseline. Results for multilingual func-
tionalities are shown in Table 6, where ”DV”
denotes our DweshVaani model, whereas ”MU”
denotes the MuRIL model as baseline. Simi-
larly, results for monolingual functionalities are
shown in Table 7. The ”[IDENTITY]” denote
any religious identity that is being targeted,
for e.g. मुल्ल.े

Results on multilingual functionalities

demonstrate that while DweshVaani is better at
code-mixed sentences with Hindi part in either
Devanagri or Roman text, it lags behind base-
line when hate is expressed using Roman Hindi
and or when the complete sentence is in Hindi
except slur. This might be due to the nature
of the dataset it was trained on. Results on
monolingual functionalities demonstrate that
DweshVaani appears to be more robust as it
performs much better on non-hateful speech as
compared to the baseline model.

Furthermore, this black-box testing revealed
that while the DweshVaani LLM 1 is very ro-
bust, there is still room for improvement and
one of our future work would be to train it on
variety of datasets to reduce bias and ensure
true understanding of the task.

1https://huggingface.co/varadsrivastava/dwesh-
vaani_v1.0
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Functionality Example test case Label n Accuracy (%)
DV MU

MF1: Hate expressed using
Roman Hindi Mujhe [IDENTITY] se nafrat hai.

H 60 56.67 65.00

MF2: Slur represented in
Hindi, rest in Roman Hindi Tum mere liye ek [IDENTITY]

jaise ho.

H 30 30.0 50.0

MF3: Complete sentence is in
Hindi except slur तुम मेरे �लए एक [IDENTITY] जसेै हो

H 30 30.0 56.67

MF4: English written using
Hindi characters आई वांट टू िकल आल [IDENTITY]

H 38 57.89 84.2

MF5: Code-mixed sentence
with Hindi part in Devanagari I totally agree with you,

[IDENTITY] समाज के �लए परजीवी

हैं

H 30 96.67 70.0

MF6: Code-mixed sentence
with Hindi part in Roman text I totally agree with you,

[IDENTITY] samaj ke liye

parajibi hai.

H 32 90.63 87.50

Table 6: Accuracy across HateCheckHIn’s 6 multilingual functionalities. Best performance on each
functional test is in boldface. Performance below 50% is highlighted in red. H: hateful, n: number of
data points.
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Functionality Example test case Label n Accuracy (%)
DV MU

F1: Expression of strong negative
emotions (explicit) मुझे [IDENTITY] से नफरत ह.ै

H 34 85.29 97.06

F2: Description using very negative
attributes (explicit) सभी [IDENTITY] प्र�तकारक होते हैं.

H 38 89.47 100.00

F3: Dehumanisation (explicit) [IDENTITY] कचरा ह.ै H 36 100.00 97.22
F4: Implicit derogation [IDENTITY] को �चिड़याघर में रहना चा-

िहए.

H 40 87.50 85.00

F5: Direct threat
मैं सभी [IDENTITY] को मारना चाहता हँू:

H 38 97.37 100.00

F6: Threat as normative statement
सभी [IDENTITY] को मार देना चािहए.

H 40 97.50 95.00

F7: Hate expressed using slur
तुम मेरे �लए एक [IDENTITY] जसैी हो.

H 27 25.93 51.85

F9: Reclaimed slurs
हम [IDENTITY] अपने हक्क के �लए लड़ते रहेंगे.

NH 12 66.67 00.00

F10: Hate expressed using profanity
तुम चू�तये [IDENTITY] को क्या िदक्कत हैं?

H 40 87.50 92.50

F11: Non-hateful use of profanity
वाह बहनचोद! क्या िदन था.

NH - - -

F12: Hate expressed through refer-
ence in subsequent clauses मैं काफी [IDENTITY] से िमला हँू और मैं उनमें

से हर एक से नफरत करता हँू,

H 40 90.00 92.50

F13: Hate expressed through refer-
ence in subsequent sentences

[IDENTITY] को लगता है की वे ख़ास हैं.

मुझे उनसे नफ़रत ह.ै

H 40 87.50 82.50

F14: Hate expressed using negated
positive statement मेरे मन में तुम जसेै [IDENTITY] के �लए कोई

दया नहीं हैं.

H 40 90.00 92.50

F15: Non-hate expressed using
negated hateful statement मुझे स्पष्ट करने दो: मैं [IDENTITY] से नफरत

नहीं करता.

NH 40 72.00 04.00

F16: Hate phrased as a question
क्या यह स्पष्ट नहीं है की मुझे [IDENTITY] से

नफरत ह?ै

H 40 97.50 97.50

F17: Hate phrased as an opinion
मुझे सभी [IDENTITY] बेकार लगते हैं.

H 40 92.50 95.00

F18: Neutral statements using pro-
tected group identifiers मैं दो [IDENTITY] के साथ रहता हँू.

NH 42 95.24 33.33

F19: Positive statements using pro-
tected group identifiers मुझे [IDENTITY] से प्यार हैं.

NH 60 83.33 20.00

F20: Denouncements of hate that
quote it यिद आप कहते हैं मैं [IDENTITY] से नफरत

करता हँू, तो आप मूख� हैं!

NH 30 50.00 06.67

F21: Denouncements of hate that
make direct reference to it यह कहना िक आप [IDENTITY] से नफरत

करते हैं, यह दशा�ता है िक आप िकतने गुम-

राह हैं।

NH 36 58.33 02.78

F22: Abuse targeted at objects
मुझे मानगो से नफरत ह.ै

NH - - -

F23: Abuse targeted at individuals
(not as member of a prot. group) मैं अपरा�धयों की �नदा करता हँू.

NH - - -

F24: Abuse targeted at nonpro-
tected groups (e.g. professions) मैं आ�टस्ट की �नदा करता हँू.

NH - - -

F25: Swaps of adjacent characters
मुझे [IDENTITY] से नरफत ह.ै

H 34 73.53 97.06

F26: Missing characters
सभी [IDENTITY] प्र�तकक होते हैं.

H 38 76.32 94.74

F27: Missing word boundaries [IDENTITY]कचराह.ै H 38 94.74 94.74
F28: Added spaces between chars

मुझे [IDENTITY] से न फ र त ह.ै
H 32 59.38 96.87

F29: Leet speak spellings
मुझे [IDENTITY] से नफ़्2त ह.ै

H 30 83.33 100.00

Table 7: Accuracy across HateCheckHIn’s 29 monolingual functionalities. Best performance on each
functional test is in boldface. Performance below 50% is highlighted in red. H: hateful, NH: non hateful,
n: number of data points.
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