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Abstract

Identifying languages written in Devanagari
script, including Hindi, Marathi, Nepali, Bho-
jpuri, and Sanskrit, is essential in multilin-
gual contexts but challenging due to the high
overlap between these languages. To address
this, a shared task on "Devanagari Script Lan-
guage Identification" has been organized, with
a dataset available for subtask A to test lan-
guage identification models. This paper intro-
duces an ensemble-based approach that com-
bines mBERT, XLLM-R, and IndicBERT mod-
els through majority voting to improve lan-
guage identification accuracy across these lan-
guages. Our ensemble model has achieved an
impressive accuracy of 99.68%, outperforming
individual models by capturing a broader range
of language features and reducing model biases
that often arise from closely related linguis-
tic patterns. Additionally, we have fine-tuned
other transformer models as part of a compara-
tive analysis, providing further validation of the
ensemble’s effectiveness. The results highlight
the ensemble model’s ability in distinguishing
similar languages within the Devanagari script,
offering a promising approach for accurate lan-
guage identification in complex multilingual
contexts.

1 Introduction

Effectively processing and comprehending many
languages and scripts has become crucial for
natural language understanding (NLU) to meet
the growing diversity of multilingual content
available online. Since Devanagari-scripted lan-
guages—such as Hindi, Marathi, Nepali, Bhojpuri,
and Sanskrit—are among the most commonly used
in South Asia, precise language identification is
essential for enabling a wide range of applications,
including sentiment analysis, user behavior anal-
ysis, and content moderation. In order to meet
these needs, CHIPSAL@COLING 2025 (Thapa
et al., 2025) has organized a shared task on Natu-
ral Language Understanding of Devanagari Script

Languages and focused on three main tasks: lan-
guage identification, hate speech detection, and
target identification within hate speech.

Languages written in Devanagari script often
share similar sounds, word structures, and sen-
tence patterns. This makes it hard for computers
to distinguish between them. The problem is made
worse by people often mixing languages, using
different regional accents, and using words from
dialects. Though several works have been done for
Devanagari script language identification using ma-
chine learning (Indhuja et al., 2014), deep learning
(Sharma and Mithun, 2023) and transformer-based
(Thara and Poornachandran, 2021) approaches, the
existing works struggle to understand the underly-
ing variances described above.

In the shared task (Sarveswaran et al., 2025),
subtask A aims to accurately categorize texts writ-
ten in Devanagari script into distinct languages.
Though almost 2.5 billion people speak these lan-
guages, these languages have still been resource-
constrained in the NLP research field. Therefore,
the organizers have organized this shared task on
Devanagari languages to enhance research on these
languages. To improve automatic information pro-
cessing in these languages, further research will
help in more sophisticated and accurate identifica-
tion of these languages. By achieving this, vari-
ous works like detecting hate speech (Sahoo et al.,
2024), determining target for hate speech (Sharma
et al., 2024), dialect identification (Das and Bhat-
tacharjee, 2024) etc. can be enhanced towards fur-
ther improvement.

The primary objective of this task is to detect
language from Devanagari scripts. To accomplish
this objective, we have developed a number of
transformer-based approaches. We have used the
provided dataset in the shared task. The key contri-
butions of our research are :

* We have developed an ensemble method that
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leverages the strengths of multiple transform-
ers namely mBERT (Devlin et al., 2019),
XLM-R (Conneau et al., 2020) and In-
dicBERT (Kakwani et al., 2020).

* We have trained the developed model and eval-
uated its performance on the provided test set
by the organizers.

* We have compared the performance of our de-
veloped model with other fine-tuned models.

2 Related Works

Language identification from texts is a popular re-
search topic in natural language processing. Identi-
fying a language from a text involves determining
the language or languages present in the written
input. Unlike voice, which is processed as a con-
tinuous signal, it uses discrete letters, which enable
different mathematical techniques to analyze the
text (Jauhiainen et al., 2024). An n-gram-based
approach using a combination of word search and
stop word detection has been proposed in (Pinge
et al., 2023). This approach has achieved 95.6%
accuracy. In another study, various ML models (Lo-
gistic Regression, Decision Tree, Random Forest,
and Naive Bayes) have been implemented for lan-
guage detection. Carpenter (2024) has developed
a system using a multinomial naive Bayes algo-
rithm. This system can identify 22 languages with
95% accuracy. Other researchers have also found
multinomial naive Bayes effective in language iden-
tification task (Sriharsha et al., 2024; Rawat et al.,
2023; Menon, 2022). In (R and George, 2023), au-
thors have developed BiLSTM and DCNN-based
methods to detect languages like Malayalam, As-
samese, Hindi, etc. To identify English Malay-
alam code-mixed texts, transformer-based models
(BERT, CamemBERT, DistilBERT) have been used
(Thara and Poornachandran, 2021). This methodol-
ogy has increased the f1-score by 9% from existing
works. Another study has used a transformer-based
model to identify code-mixed Kannada texts (Tonja
et al., 2022). Finetuning transformers is also an
effective way to achieve good performance in vari-
ous language detection researches (Saifullah et al.,
2024; Hossain et al., 2024; Farsi et al., 2024).

3 Dataset and Task

We have participated in subtask A named “Devana-
gari Script Language Identification". The provided
dataset for the task contains 5 languages: Nepali

(Thapa et al., 2023; Rauniyar et al., 2023), Marathi
(Kulkarni et al., 2021), Sanskrit (Aralikatte et al.,
2021), Bhojpuri (Ojha, 2019), and Hindi (Jafri
et al., 2023, 2024). Table 1 describes the provided
dataset:

Language .Number of Samples

Train | Validation | Test

Nepali 12,544 2688 2688

Marathi 11,034 2364 2365

Sanskrit 10,996 2356 2356

Bhojpuri | 10,184 2182 2183

Hindi 7664 1643 1642
Combined | 52,422 11,233 11,234

Table 1: Distribution of Languages in Datasets (Train,
Validation and Test)

Language ' Total No.. of.Words
Train Validation Test
Nepali 224,033 47,991 48,361
Marathi 273,959 59,134 59,642
Sanskrit 222,568 47,083 46,224
Bhojpuri 292,995 64,460 63,401
Hindi 146,609 32,171 32,254
Combined | 1,160,164 | 250,839 | 249, 882

Table 2: Word Distribution in Combined Dataset (Train,
Validation and Test)

4 System Overview

In our proposed methodology, we have devel-
oped an ensemble technique that consists of
three transformer-based models. The ensem-
ble technique combines the strengths of multi-
ple transformer-based models to make more accu-
rate predictions. We have ensembled three SOTA
transformer-based models.

* mBERT: Multilingual BERT or mBERT
(Devlin et al., 2019) is a transformer-based
model pre-trained on 104 languages, includ-
ing Devanagari languages. mBERT captures
language-agnostic embeddings. Therefore, it
has been proven effective in many multilin-
gual tasks.

* XLM-Roberta: XLM-RoBERTa or XLM-R
(Conneau et al., 2020) is another transformer-
based model pre-trained on 100 languages.
It captures a wide range of cross-lingual pat-
terns and can handle diverse linguistic syntax.
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Figure 1: Overview of the methodology

This ability makes it effective for multilingual
tasks.

plexities within Devanagari-scripted languages, en-
hancing the precision of language identification in

. . multilingual contexts.
¢ IndicBERT: IndicBERT (Kakwani et al.,

2020) is a lightweight transformer model
specifically designed for Indic languages. Un-
like XLM-R and mBERT, IndicBERT focuses
on Indian languages and has been pre-trained
on a corpus containing several Devanagari-
scripted languages, making it particularly rel-
evant for our task.

5 Experimental Results

In this section, we have discussed the results
obtained while developing various models. As
transformer-based models outperform ML and DL
models in text classification, we have only exper-
imented with transformer-based models. Table 3
shows the experimental results of different models

For our final predictions, we have used a ma-  ,; the test dataset.

jority voting technique in combination generation

portion of Figure 1 that aggregates the predic- Name Acc. P. R. F1

tions from XLM-R, mBERT, and IndicBERT. Each mBERT 0.9959 | 0.9955 | 0.9953 | 0.9954
model independently predicts the language of a XLM-R | 0.9959 | 0.9954 | 0.9954 | 0.9954
given Devanagari-scripted text. The final predic- IndicBERT | 0.9953 | 0.9947 | 0.9947 | 0.9947
tion has been determined based on the majority Ensemble | 0.9968 | 0.9964 | 0.9966 | 0.9965

vote among the three models. This ensemble ap-
proach reduces the influence of individual model bi-
ases or errors while utilizing the distinct advantages
of each model to increase overall performance.

Table 3: Results of different models on Test set

The individual models mBERT, XLM-R, and In-

Through this approach, our system can more ef-
fectively handle the linguistic similarities and com-

dicBERT all have performed well with accuracies
ranging from 0.9953 to 0.9959. However, the pro-
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Figure 2: Word Count Distributions for Train, Validation
and Test Set

posed ensemble method has outperformed them,
reaching the greatest accuracy of 0.9968. The en-
semble method has also been proven superior to
individual models in terms of Precision, Recall,
and F1 score. This is because by combining several
models, biases of individual models can be reduced
significantly.

6 Error Analysis

Qualitative Analysis: Individual models have
faced limitations in finding language nuances. In-
dicBERT has struggled in low-resource cases like
Bhojpuri while mBERT and XLLM-R have misclas-
sified texts due to their broader multilingual fo-
cus. These issues have affected in majority voting
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Figure 3: Confusion Matrix

leading to a decrease in performance. Besides,
there exist linguistic similarities among Devana-
gari scripted languages. Our models have been
confused by these similarities and so the perfor-
mance scores have been dropped. The influence of
dialects and regional variations in texts have acted
as a barrier against the model.

Quantitative Analysis: The confusion matrix
in figure 3 analysis shows that Nepali is mostly
accurately classified, with only 0.2% misclassified.
Marathi has 9 misclassifications out of 2365 in-
stances, mostly due to confusion with Hindi and
Nepali. Sanskrit has no misclassifications out of
2356 instances, indicating 100% accuracy. Bho-
jpuri has 9 misclassifications out of 2183 instances,
mostly due to confusion with Hindi and Nepali.
Hindi has the highest misclassification rate, with
12 out of 1650 instances incorrectly labeled.

7 Conclusion

In this work, we have explored various transformer-
based approaches for Devanagari script language
identification (subtask A). We have developed an
ensemble approach combining mBERT, XLM-R,
and IndicBERT. Using majority voting in an en-
semble approach, we have achieved an outstanding
result with an F1 score of 0.9965. For our work, we
have used the provided datasets in the shared task.
However, after analyzing the performance, we have
observed that in some cases our model has misclas-
sified due to misclassification of individual models.
In the future, we aim to try various combinations
of other transformer models for the ensemble and
check the performance of LLMs.
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8 Limitations

The study has limitations, including the use of
underrepresented dialects and informal usages of
Devanagari-scripted languages in training models,
and the close linguistic relationships among lan-
guages like Hindi, Marathi, Nepali, and Bhojpuri,
which can lead to ambiguous cases and challenges
in accurate classification. The ensemble model
may struggle with sentences lacking context or
code-switching. Additionally, traditional evalua-
tion metrics like accuracy may not accurately repre-
sent the models’ performance, potentially leading
to an overestimated sense of effectiveness without
addressing underlying weaknesses.

9 Ethical Considerations

The study’s limitations include underrepresented
dialects, close linguistic relationships, and potential
bias. It also highlights the need for inclusivity
and responsibility in future language processing
endeavors, highlighting the need for data privacy
and transparency.
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A Experimental Setup
A.1 Data Preparation

In the shared task, organizers provided a training
dataset and a evaluation dataset. We merged the
two datasets and split them to use as train and val-
idation dataset. We have used 80% of the com-
bined dataset for training and the rest for validation
dataset. This merging process has created a larger
dataset than the provided training dataset and thus,
helped the model for better training.

A.2 Parameter Settings

The overall parameter settings used in this experi-
ment have been described in table 4.

Parameter Value
Epoch 5
Batch size 32
Loss Function | CrossEntropyLoss
Learning Rate le—3

Table 4: Parameter Configuration

A.3 Environment Setup

A personal computer with a Ryzen-9 CPU (3.00
GHz) and an NVIDIA GeForce GTX 2060 GPU
has been used to run the simulation. Additionally,
a Kaggle Notebook set up with a P100 GPU has
been used to guarantee sufficient processing power.

B Data Preprocessing

For preprocessing, we focused on normalizing
the input text by converting it to a standard Uni-
code format to handle variations in Devanagari
script encoding. The text was then tokenized us-
ing model-specific tokenizers, such as those for
mBERT, XLLM-R, and IndicBERT, to break it into
meaningful subword units. Additionally, padding
and truncation were applied to ensure that all input
sequences were of same length.
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