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Abstract

This research explores word alignment in low-
resource languages, specifically focusing on
Telugu and Tamil, two languages within the
Dravidian language family. Traditional sta-
tistical models such as FastAlign, GIZA++,
and Eflomal serve as baselines but are of-
ten limited in low-resource settings. Neural
methods, including SimAlign and AWESOME-
align, which leverage multilingual BERT, show
promising results by achieving alignment with-
out extensive parallel data. Applying these neu-
ral models to Telugu-Tamil and Tamil-Telugu
alignments, we found that fine-tuning with
POS-tagged data significantly improves align-
ment accuracy compared to untagged data,
achieving an improvement of 6-7%. However,
our combined embeddings approach, which
merges word embeddings with POS tags, did
not yield additional gains. Expanding the study,
we included Tamil, Telugu, and English align-
ments to explore linguistic mappings between
Dravidian and an Indo-European languages.
Results demonstrate the comparative perfor-
mance across models and language pairs, em-
phasizing both the benefits of POS-tag fine-
tuning and the complexities of cross-linguistic
alignment.

1 Introduction

Word alignment is an essential task in natural lan-
guage processing (NLP), for machine translation
(MT) and cross-lingual information transfer. In
this research, we focus on the Dravidian languages
i.e. Tamil and Telugu, alongside an Indo-European
language i.e. English, to analyze the agglutinative
nature of Dravidian languages in contrast with En-
glish. The Dravidian language family comprises
26 languages, linguistically classified into three
groups: South, Central, and North (Krishnamurti,
2003). Dravidian languages exhibit an agglutina-
tive structure, where words are formed by com-
bining morphemes, with each morpheme retaining
its meaning and function. Based on this structure,

we hypothesize that intra-family word alignment
(e.g., Telugu & Tamil) may be more accurate than
alignment across language families (e.g., English
& Dravidian). In this study, we conduct word align-
ment on four language pairs: Telugu-Tamil, Tamil-
Telugu, English-Telugu, and English-Tamil.

Traditional word alignment models, particularly
statistical ones like IBM Models (Brown et al.,
1993), GIZA++ (Och and Ney, 2003), FastAl-
ign (Dyer et al., 2013) and Efloma(Ostling and
Tiedemann, 2016), face limitations in low-resource
languages like Telugu and Tamil, where parallel
data is scarce. While these models perform well
in high-resource settings due to their reliance on
abundant parallel data, they are less effective for
low-resource languages. Recently, neural network-
based models utilizing multilingual embeddings
from BERT (Devlin, 2018) and XLM-RoBERTa
(Conneau, 2019) have shown promise in overcom-
ing these data limitations, generating word align-
ments even with minimal parallel corpora.

SimAlign (Sabet et al., 2020) and AWESOME-
align (Dou and Neubig, 2021) are two neural mod-
els that utilize multilingual contextual embeddings
to align words across languages. SimAlign com-
putes alignments based on embedding similarity,
using alignment strategies like Argmax, Itermax,
and Match. In contrast, AWESOME-align ap-
plies a softmax-based alignment extraction pro-
cess that predicts word alignments by calculating
alignment probabilities between source and tar-
get embeddings. To improve alignment accuracy,
AWESOME-align fine-tunes BERT-based models
on parallel corpora using techniques like Masked
Language Modeling (MLM) and Translation Lan-
guage Modeling (TLM). These techniques help
the model learn cross-lingual representations by
predicting masked tokens within and across sen-
tences, further enhancing alignment quality. To-
gether, these neural approaches have demonstrated
substantial improvements in alignment accuracy
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for low-resource languages, outperforming tradi-
tional statistical models (Sabet et al., 2020).

In addition to leverage multilingual BERT, we
fine-tuned a mBERT model on POS-tagged En-
glish, Telugu, and Tamil paired data and applied
it within both AWESOME-align and SimAlign to
assess alignment accuracy improvements. We con-
ducted alignment tasks before and after fine-tuning,
comparing POS-tagged and untagged data to eval-
uate the impact of POS information. We also ex-
plored a novel approach by combining word and
POS tag embeddings into enriched vectors, using
two strategies: addition (summing embeddings)
and concatenation (merging into an extended vec-
tor). Word alignments were extracted from these
combined embeddings via cosine similarity to mea-
sure source-target word similarity. Although this
combination approach aimed to leverage both se-
mantic and syntactic information, results showed it
did not significantly outperform alignments based
solely on word embeddings.

Additionally, we expanded our study to include
English alongside Telugu and Tamil, adding a cross-
linguistic perspective. By aligning English-Telugu
and English-Tamil pairs, we aimed to uncover po-
tential linguistic patterns between the Dravidian
and European language families. Using our fine-
tuned mBERT approach on both POS-tagged and
untagged data, we evaluated alignment accuracy
across these language pairs. This helped us explore
how well our methods work in mapping relation-
ships between languages from different families,
offering initial insights into the linguistic connec-
tions between Dravidian and European languages.

2 Data Preparation

For this research, we used parallel datasets cover-
ing Telugu & Tamil, English-Telugu, and English-
Tamil pairs to conduct word alignment experiments.
The Telugu and Tamil dataset was sourced from
in-house resources, while the English-Telugu and
English-Tamil data were obtained from the publicly
available Samanantar (Ramesh et al., 2022) corpus.

In-House Telugu and Tamil Dataset: The in-
house Telugu and Tamil dataset contains 13,000
manually translated sentences.! Prepared over a
year, it reflects careful effort by annotators to en-
sure accuracy and linguistic quality, making it a
reliable source for studying alignment within the

lhttps://github.com/parameshkrishnaa/
Alignment-Parallel-Data/

Dravidian language family.

2.1 Data Preprocessing

To prepare the data for word alignment tasks, each
sentence in the parallel corpora was tokenized us-
ing NLTK’s tokenizer, ensuring a consistent tok-
enization scheme across all languages.

2.2 Part-of-Speech (POS) Tagging

All sentences in English, Telugu, and Tamil were
POS-tagged using the Trankit library (Van Nguyen
et al., 2021). This step added syntactic information
to each token, which was used in later stages of
the experiment to assess the impact of POS-tagged
data on word alignment accuracy.

2.3 Dataset Splitting and Annotation

The dataset is divided into two subsets: training
and testing. For each language pair, we allocated
12,000 sentence pairs for training and 1,000 sen-
tence pairs for testing. To ensure an accurate evalu-
ation, the test dataset was manually annotated with
gold-standard word alignments by expert annota-
tors, establishing a reliable reference for alignment
quality assessment.

2.4 Data Organization for Alignment Tools

The source and target corpora were organized based
on the input requirements of the alignment tools
used in this study. Each dataset was structured to
match the specific formats expected by SimAlign
and AWESOME-align, ensuring compatibility and
streamlined processing for word alignment tasks.

3 Methodology

3.1 Word Alignment with SimAlign and
AWESOME-align

We conducted word alignment tasks using SimA-
lign and AWESOME-align across four language
pairs: Telugu-Tamil, Tamil-Telugu, English-Tamil,
and English-Telugu. Both models used multi-
lingual BERT (mBERT) embeddings to generate
cross-lingual word alignments. Data preprocessing
steps, such as tokenization and POS tagging, are
detailed in the Data Preparation section.
Embedding Extraction: For AWESOME-align,
embeddings were extracted from the 8th layer of
mBERT, which captures a balance of syntax and se-
mantics (Dou and Neubig, 2021). SimAlign, which
operates at the subword level, averaged subword
embeddings to obtain word-level representations.
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It considers all 12 layers of mBERT and can use
a concatenation of these layers (mBERT[conc]),
providing flexible options without additional fine-
tuning (Sabet et al., 2020).

Alignment Computation: The alignments were
computed based on similarity matrices generated
from the contextualized embeddings of each word
in the parallel sentences. For SimAlign, the align-
ments were calculated using three strategies:

Argmax: Aligning words based on their maxi-
mum similarity score. Itermax: Focusing on mu-
tual consistency between source and target align-
ments. Match: Using a bipartite matching algo-
rithm to optimize total similarity between words.

In AWESOME-align, alignments were generated
by leveraging probability thresholding to produce
the final alignment pairs. This stage provided a
baseline comparison between pre-trained neural
alignment models.

3.1.1 Fine-tuning the Multilingual BERT
Model

To improve alignment accuracy, mBERT was fine-
tuned on 12,000 parallel sentence pairs for each
language pair, following the AWESOME-align ap-
proach (Dou and Neubig, 2021), with two main
objectives:

Masked Language Modeling (MLM): Enhances
understanding by training the model to predict
masked tokens. Translation Language Modeling
(TLM): Reinforces cross-lingual representations by
processing source and target sentences together.

This fine-tuned model was then utilized in both
SimAlign and AWESOME-align. This phase al-
lowed us to directly compare the performance
of the pre-trained mBERT model against its fine-
tuned version, thereby assessing the improvement
in alignment accuracy when fine-tuning is applied
to low-resource parallel data.

3.2 Word Alignment on POS-Tagged Data

To examine the effect of Part-of-Speech (POS)
information, we conducted additional alignment
tasks using POS-tagged data across all language
pairs.

Alignments were performed with both SimAlign
and AWESOME-align, following the same proce-
dures as in the initial experiments. This allowed us
to compare alignment accuracy between untagged
and POS-tagged data.

3.2.1 Fine-tuning on POS-Tagged Data

We further evaluated alignment accuracy by fine-
tuning mBERT on POS-tagged parallel data. This
fine-tuning process followed the same MLM and
TLM objectives as previously described, using
POS-tagged sentence pairs for each language pair.

After fine-tuning, alignments were computed
with both SimAlign and AWESOME-align to as-
sess the impact of POS-tagged data on alignment
accuracy in low-resource settings.

3.3 Embedding Combination and Cosine
Similarity for Word Alignment

The methodology for combining word and part-of-
speech (POS) tag embeddings in our research is in-
spired from (Siekmeier et al., 2021). In their study,
the authors demonstrated the effectiveness of inte-
grating linguistic annotations, such as POS tags and
named entity recognition (NER) tags, into neural
machine translation models to improve translation
accuracy. Specifically, they proposed a method for
combining token and tag embeddings within the
encoder of the neural translation system. Their ap-
proach yielded significant improvements in transla-
tion quality, particularly when working with named
entity tags, indicating that embedding linguistic fea-
tures at the token level can enhance performance
in specific NLP tasks.

Building upon this concept, we applied a simi-
lar embedding combination technique to the word
alignment task in our study. The goal was to lever-
age both semantic and syntactic information by
combining word embeddings with their correspond-
ing POS tag embeddings. This was accomplished
in two distinct ways:

Addition: In this approach, the word embed-
dings and their respective POS tag embeddings
were summed element-wise to create a single, com-
bined vector. This method preserves the dimen-
sionality of the original word embeddings while
integrating syntactic features at each token level.

Concatenation: For this method, the word em-
beddings and POS tag embeddings were concate-
nated, resulting in a more comprehensive feature
vector. This concatenation allows for the represen-
tation of both semantic and syntactic information
simultaneously, capturing a richer linguistic con-
text for each token.

After generating the combined embeddings, a
cosine similarity matrix was applied to compute
the alignment between words in the source and
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target languages across multiple language pairs:
Telugu-Tamil, Tamil-Telugu, English-Telugu, and
English-Tamil. The cosine similarity matrix mea-
sures the angular similarity between vectors in the
embedding space, allowing for the identification of
corresponding word pairs based on their similarity
in both the semantic and syntactic dimensions.

4 Baseline

We compare our results against three widely used
statistical word alignment models that rely on par-
allel training data:

 FastAlign (Dyer et al., 2013) is based on IBM
Model 2 (Brown et al.), valued for its speed
and simplicity while maintaining reasonable
alignment quality.

« Eflomal (Ostling and Tiedemann, 2016) is a
Bayesian alignment model that uses Markov
Chain Monte Carlo inference and is known
to outperform FastAlign in both speed and
accuracy.

* GIZA++ (Och and Ney, 2003) is a well-
established tool implementing IBM Models 1
to 4 (Brown et al., 1993). It is widely used in
machine translation, and we used standard set-
tings, including five iterations of the Hidden
Markov Model (HMM) (Eddy, 1996) phase.

These statistical models serve as the baseline for
evaluating the performance of neural approaches,
particularly in low-resource language pairs like Tel-
ugu and Tamil.

5 Evaluation Measures

To evaluate alignment accuracy, we used the fol-
lowing measures:

* Precision: Measures the proportion of correct
alignments out of all alignments made by the
model.

IANG
|A|

Precision =

* Recall: Measures the proportion of correct
alignments out of all alignments in the gold-
standard set.

ANG

Recall
G

* Alignment Error Rate (AER): Provides an
overall error rate by combining precision and
recall. Lower AER indicates better alignment
accuracy.

2x|ANG]|

AER=1-
Al + ]G

* F1 Score: Balances precision and recall, pro-
viding a single accuracy score.

Precision X Recall

Fl=2x
Precision + Recall

In these formulas, A represents the alignments
predicted by the model, G represents the gold-
standard alignments, and |A N G| is the count of
correct alignments.

6 Results

Neural vs. Statistical Models: Neural models
(SimAlign and AWESOME-align) outperformed
statistical models (GIZA++, FastAlign, and Eflo-
mal) across all language pairs. The biggest im-
provements were seen in the Telugu-Tamil and
Tamil-Telugu pair as shown in table [1] suggesting
that neural models with multilingual embeddings
work especially well for low-resource languages.
SimAlign (Sabet et al., 2020), in particular, demon-
strated the best performance among the neural mod-
els, especially for Telugu-Tamil and Tamil-Telugu
pairs, due to shared linguistic features. In contrast,
the improvements were smaller for English-Telugu
and English-Tamil as shown in [1], likely because
these language pairs lack similar structural features.

Effect of Fine-Tuning: Fine-tuning the mul-
tilingual BERT model improved alignment accu-
racy for all pairs, with the largest gains again in
the Telugu-Tamil and Tamil-Telugu pair. Using
Masked Language Modeling (MLM) and Transla-
tion Language Modeling (TLM) helped the model
better understand cross-lingual connections, espe-
cially in Dravidian languages with shared grammat-
ical structures.

Impact of POS-Tagged Data (Before and Af-
ter Fine-Tuning): POS tagging was most benefi-
cial for the Telugu-Tamil and Tamil-Telugu pairs
after fine-tuning as shown in table [1], compared to
untagged alignments. While the improvement was
notable, the results were very low for the English-
Telugu and English-Tamil pairs as shown in ta-
ble[1]. This suggests that morphologically complex
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Language pair
Model Type Telugu - Tamil | Tamil - Telugu | English - Telugu | English - Tamil
F11t AER] |F17T AER| |F11t AER| |F117 AER|

Fast-align untagged | 56.6 434 58.3 41.7 25.7 74.3 20.4 79.6
Giza++ untagged | 54.7 45.3 56.8 43.7 23.3 76.7 17.8 82.2
Eflomal untagged | 65.5 34.5 67.7 323 27.8 72.2 12.4 87.6
SimAlign_inter untagged | 80.1 19.9 82.7 17.3 47 53 53.1 46.9
SimAlign_itermax untagged | 78.2 21.8 80.5 19.5 52.6 47.4 54.8 45.2
SimAlign_mwmf untagged | 73.2 26.8 75.5 24.5 52.9 47.1 52.4 47.6
Awesome_Align untagged | 64.2 35.8 66 34 23.2 76.8 31.8 68.2
SimAlign_inter_f untagged | 84.1 16 86.4 13.6 59.9 40.1 36.2 63.8
SimAlign_itermax_f untagged | 82.4 17.6 84.2 15.8 65.6 344 38.2 61.8
SimAlign_mwmf_f  untagged | 74.3 25.7 76.4 23.6 65.3 34.7 37.6 62.4
Awesome_Align_f  untagged | 65.9 34.1 67.8 32.2 37 63 27.1 72.9
SimAlign_inter tagged 79.3 20.7 79.3 20.7 51.1 48.9 30.9 69.1
SimAlign_itermax tagged 73.8 26.2 73.8 26.2 51.7 48.3 28.1 71.9
SimAlign_mwmf tagged 70.8 29.2 70.8 29.2 | 49.1 50.9 26.6 73.4
Awesome_Align tagged 71.7 28.3 68.1 31.9 30 70 19.2 80.8
Embed_add tagged 41.2 58.8 344 65.6 20.5 79.5 12.6 87.4
Embed_concat tagged 43.8 56.2 35.4 64.6 22.2 77.8 14.9 85.1
SimAlign_inter_f tagged 91.7 8.3 92.5 7.5 64.6 354 37.3 62.7
SimAlign_itermax_f rtagged 84.4 15.6 84.6 15.4 60.1 39.9 31 69

SimAlign_mwmf_f  tagged 77.2 22.8 77.6 224 56.8 43.2 28.3 71.7
Awesome_Align_f  tagged 76.5 23.5 76.2 23.8 36.7 63.3 26.2 73.8
Embed_add_f tagged 352 64.8 40.2 59.8 29.4 70.6 12.8 87.2
Embed_concat_f tagged 37.9 62.1 58.9 41.1 34.4 65.6 15.3 84.7

Table 1: Comparison of Word Alignments Across Language Pairs Using POS-Tagged and Untagged Datasets. The
"Type’ column indicates whether the dataset used was POS-tagged or untagged. Models with ’f’ denote fine-tuned
versions, and the best results for each metric are highlighted in bold (’F1 1°: highest value value is the better &
AER [’: lowest value is the better).

languages like Telugu and Tamil gain more align-
ment accuracy from added POS information, while
POS tagging is less useful for English-inclusive
pairs where structural differences are more pro-
nounced.

Combined Embeddings: Combining word and
POS embeddings (through addition or concatena-
tion) didn’t significantly improve alignment accu-
racy over using word embeddings alone, even for
Telugu and Tamil pairs, results shown in the ta-
bles[1] by the model names 'Embed_add & Em-
bed_concat’. Although it could capture both mean-
ing and structure, it didn’t provide practical gains
for these language pairs.

7 Limitations

While neural models showed strengths in low-
resource alignment, this study faced several limi-
tations that affected the quality of results. Dataset

Quality, The Samanantar dataset for English-
Telugu and English-Tamil contained translation in-
consistencies, with many sentences poorly matched.
This made it harder for alignment models to learn
accurate mappings. High-quality, carefully cu-
rated parallel data is needed for better alignment
and cross-linguistic analysis. Computational Con-
straints, Limited computational resources restricted
the level of fine-tuning and testing of larger models.
This limitation reduced the ability to optimize hy-
perparameters and experiment with deeper models
that might improve accuracy. More computational
resources would allow for broader testing and po-
tentially better alignment results.

8 Conclusion

This study shows that neural models work bet-
ter than traditional statistical models for word
alignment, especially among low-resource Dravid-
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ian language pairs like Telugu and Tamil. Neu-
ral models consistently achieved higher accuracy,
with SimAlign (Sabet et al., 2020) performing par-
ticularly well in Telugu-Tamil and Tamil-Telugu
alignments, likely due to shared structural features
within the Dravidian language family. However,
this advantage was smaller when aligning Dravid-
ian languages with English, which has a different
structure.

Fine-tuning with POS-tagged data improved
alignment accuracy the most in Telugu-Tamil and
Tamil-Telugu pairs, as the POS information helped
the model understand sentence structure better. In
English-inclusive pairs (English-Telugu, English-
Tamil), POS tagging had less impact, likely due
to structural differences and some limitations in
dataset quality.

Combining word and POS embeddings did not
lead to additional accuracy gains. Although it
aimed to capture both meaning and structure, this
approach did not perform better than using word
embeddings alone.

In summary, our findings shows the adaptabil-
ity of neural models to the linguistic structures of
Dravidian languages, showing promise for improv-
ing alignment in low-resource Dravidian language
pairs. Future research could build on these results
by experimenting with enhanced fine-tuning tech-
niques, exploring additional syntactic or morpho-
logical features, and addressing the dataset quality
issues in English-Dravidian pairs to improve align-
ment accuracy further.
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