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Abstract

Code-switched generation is an emerging ap-
plication in NLP systems, as code-switched
text and speech are common and natural forms
of conversation in multilingual communities
worldwide. While monolingual generation has
matured significantly with advances in large
language models, code-switched generation
still remains challenging, especially for lan-
guages and domains with less representation
in pre-training datasets. In this paper, we de-
scribe our submission to the shared task of pre-
dicting human preferences for code-switched
text in English-Malayalam, English-Tamil, and
English-Hindi. We discuss our various ap-
proaches and report on the accuracy scores for
each approach.

1 Introduction

Code-switching, the act of alternating between two
or more languages or language varieties within the
same utterance or conversation, is an everyday phe-
nomenon in multilingual communities throughout
the world (Myers-Scotton, 1993). Traditional text
corpora lack sufficient code-switched data, because
code-switching is typically viewed as something
informal and considerable care is taken to remove
foreign words in monolingual corpora (Sitaram
et al., 2020). However, with the emergence of
new internet users across the world who engage
in written and verbal code-switched communica-
tion along with code-switched user content on so-
cial media platforms, generating and understanding
code-switched content has become more relevant
than ever before. Contrary to normal belief, large
language models (LLMs) are not yet fully capa-
ble of understanding and generating code-switched
speech (Winata et al., 2021; Zhang et al., 2023).
Another important and often overlooked aspect
is evaluation metrics for code-switched generations.
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While there have been efforts on evaluating the abil-
ities of NLP systems on code-mixed text, (Khanuja
et al., 2020) there have been much fewer studies
on rating code-mixed text generations. Existing
metrics might not be general enough or up to date
with current societal and linguistic trends. Metrics
to rate model-based generation of synthetic code-
mixed data have mostly relied on methods suitable
for monolingual text, such as chrF (Popovi¢, 2015)
and COMET (Rei et al., 2020). Robust evaluation
metrics for code-switched generations can in turn
help in post-training and optimizing LLMs for ap-
plications that require code-switched generation.
In this paper, we explore approaches for predicting
human preferences on pairs of code-switched gen-
erations (Kuwanto et al., 2024) and report accuracy
metrics.!

2 Related Work

While there have been fewer efforts on predict-
ing human preferences in code-switched text, we
review two closely related themes: metrics for eval-
uating NLP systems on code-switched data, and
metrics for predicting human preferences on model-
generated text.

2.1 Metrics for evaluating code-switching

Two of the most popular recent benchmarks for
evaluating model performance on code-switched
text are GlueCOS (Khanuja et al., 2020) and LinCE
(Aguilar et al., 2020). There has also been some
effort in automated evaluation methods, such as
Guzman et al. (2017). With the rise of general-
purpose LL.Ms, LLLM-based evaluation metrics are
also being increasingly explored for evaluating the
capabilities of NLP systems to work with code-
switched text. Correlation of such automated met-
rics with human judgment, however, is a major chal-

'The code repository for our models can be found at:
https://github.com/souvikshanku/CALCS-2025/.
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lenge. Moreover, given the highly context-specific
and complex nature of code-switching, linguisti-
cally motivated approaches such as intonation units
(Pattichis et al., 2023) and equivalence constraint
theory (Kuwanto et al., 2024) have also been im-
portant considerations in defining metrics for code-
switched text.

2.2 Aligning automated evaluation metrics
with human preferences

While traditional automated evaluation metrics
such as BLEU (Papineni et al., 2002), ROUGE
(Lin, 2004), and chrF (Popovié, 2015), along with
newer metrics based on LLMs (Zheng et al., 2023)
are widely used in NLP, aligning them with hu-
man metrics is challenging. Recent efforts such as
COMET (Rei et al., 2020) and MetaMetrics (Anu-
graha et al., 2024) have focused on this issue.

3 Dataset

We use the labeled component of the CSPref
dataset (Kuwanto et al., 2024), and split it into a
train set and a test set. While there are 62613 rows
in the dataset, there are only 403 unique (origi-
nal_l1, original_I2) pairs. In order to avoid leakage
between our train and test splits, we split based
on unique (original_I1, original_I2) pairs and ran-
domly choose 30 of the unique (original_l1, origi-
nal_l2) pairs for the test set. This resulted in 50373
and 12240 rows in the train and test splits respec-
tively. All the corresponding rows were then as-
signed to either the train or test set based on the
corresponding split of (original_I1, original_12).
The final evaluations happen on a separate holdout
test set.” Relevant columns in the initial labeled
dataset were as follows:

e original_I1: original sentence in language 1
original_I2: original sentence in language 2
sent_1: code-switched generation 1
sent_2: code-switched generation 2
chosen: whether sent_1 or sent_2 is a bet-
ter generation. This could have 3 values-
“sent_1", “sent_2”, and “tie.”

* lang: language pair used for code-switching
(English-Hindi, English-Malayalam, English-
Tamil)

The goal of the task is to use the other columns
to predict the label, i.e., the values in the “chosen’
column. In our models we chose not to use the

B

2Qur submission model achieved a public leaderboard
score of 1.00 and a private leaderboard score of 0.46, and
can be found on the Kaggle shared task leaderboard.
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“lang” column as a feature, due to the possibility of
using our models to evaluate on data from unseen
language pairs.

The details of the initial dataset before our train-
test split are given in Table 1.

4 Model Experiments
4.1 Finetuning GPT-2

GPT-2 has been used as a reward model for align-
ing large language models (LLMs) with human
preferences in the past, making it a promising op-
portunity for us to conduct experiments on this
model for the code-switching task.

Following (Stiennon et al., 2022), (Ouyang et al.,
2022), we utilize the base GPT-2 model as a re-
ward model by removing the unembedding layer
and attaching a randomly initialized linear head that
outputs a scalar value, which can be interpreted as
the score GPT-2 assigns to the input. For each dat-
apoint, we construct pairs of reference sentences
and code-switched texts, obtaining two rewards,
r1 and r2. During training, we aim to maximize
the reward for the better code-switched comple-
tion. This is achieved by concatenating the two
rewards and then applying the softmax function.
As a result, we use the cross-entropy loss as our
loss function to minimize during the optimization
process. In the dataset, we effectively have three
“classes": whether one of the two given sentences
was preferred by the human raters, or if there was a
tie between them. To adapt to this three-class clas-
sification problem, during training, in the case of a
tie, we randomly assign one of the sentences as the
preferred sentence. This approach is fundamentally
inspired by the Bradley-Terry model (Bradley and
Terry, 1952).

loss(rg) = — E(x,yoaylyi)ND

llog (o (ro(z,yi) — ro(z,y1-:)))],

where r is the reward model parameterized by 6,
x is the reference input, (o, y1) are the two code-
switched completions, and 7 denotes the preferred
completion selected by the human rater.

While evaluating our trained model, we obtain
the model outputs, i.e., the probability values after
applying softmax, and then determine if it’s a tie by
checking whether the absolute difference between
the two values is below a specified threshold. This
threshold is selected to maximize the macro F1
score on the held-out validation set. We observe
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Label Lang pair Eng-Hin | Eng-Mal | Eng-Tam | Overall
sent_1 8866 7995 5955 22816
sent_2 8951 8136 5973 23060
tie 3486 4524 8727 16737
Total 21303 20655 20655 62613

Table 1: Dataset details of the CSPref dataset
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Figure B

Figure 1: Fig A: Probability of sent_1 being preferred when
actually sent_1 is chosen. Fig B: Probability of sent_2 being
preferred when actually sent_2 is chosen. Fig C: Probability of
sent_1 being preferred when there is a tie. Fig D: Probability
of sent_2 being preferred when there is a tie.

that when the model is confident about the quality
of an input, its value is at either end, but when there
is a tie, the score tends to fluctuate unpredictably
as can be seen in Figure 1.

The provided dataset contained three language
pairs. To validate if cross-lingual transfer oc-
curs during the learning process for rating code-
switched texts, we trained and evaluated our model
three times. Initially, we trained it only on English-
Hindi pairs, then on English-Hindi and English-
Tamil pairs, and finally on all three language pairs.

We provide our training hyperparameters and the
obtained results in the following section.

Parameter Value
Learning rate 3e-5
Learning rate decay 0.9
Batch size 14
Grad. Acc. Steps 2
Training epochs 5

Table 2: Training hyperparameters for GPT2-based RM

Table 3 summarizes the accuracy metrics ob-

tained from our experiments with GPT-2. When
we trained our model exclusively on code-switched
texts of English-Hindi pairs, we achieved mod-
erate performance in English-Hindi and slightly
lower performance in English-Tamil and English-
Malayalam pairs. However, when we extended our
training set by including more language pairs, we
observed an overall increase in performance.

4.2 Logistic regression on top of multilingual
embeddings

In this approach, we trained a 3-class logistic re-
gression model on top of multilingual embeddings
of the concatenation of original_l1, original_12,
sent_1, and sent_2, using the one-versus-rest ap-
proach. The prediction is defined as:

arg max o (w;.z(concat[s1, 2, 83, $4)),
(2

where i € {sent_l,sent_2,tie}, w; denotes
the weight of the i-versus-rest classifier, x(.)
denotes the embedding transformation, and
81, 82, 83,54 denote the strings corresponding
to original_l1, original_I2, sent_1, and sent_2.
For the embedding model, we chose Cohere
embed-multilingual-v3.0, given its ease of use,
strong performance on the MTEB benchmark
(Muennighoff et al., 2023), and coverage of over
100 languages. This model has an accuracy of 0.69
and 0.52 on the train and test sets respectively.

4.3 Fasttext classification

Fasttext (Bojanowski et al., 2017) is an efficient
tool which provides strong baseline performance
in text classification, without relying on large pre-
trained language models. We train a 3-class classi-
fication model on concatenated original_I1, origi-
nal_I2, sent_1, and sent_2 with default parameters,
i.e., learning rate of 0.1, 100-dimensional word vec-
tors, a context window of size 5, 5 epochs, and a
negative sampling size of 5. The training and test
accuracies for the Fasttext classification model are
shown in Table 4.



Trained On Test Set Accuracy
Eng-Hin | Eng-Tam | Eng-Mal | Eng-Hin | Eng-Tam | Eng-Mal
v - - 0.47 0.41 0.46
v v - 0.41 0.56 0.45
v v v 0.42 0.60 0.56
Table 3: Accuracy obtained after finetuning GPT-2
Lang pair .
Data split Eng-Hin | Eng-Mal | Eng-Tam | Overall
Train 0.69 0.67 0.76 0.71
Test 0.37 0.40 0.38 0.38

Table 4: Accuracy obtained for the train and test splits of the CSPref dataset
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Given the higher correlation with human judgment
scores when using GPT-40 (Kuwanto et al., 2024)
when compared with other metrics to judge the
quality of code-mixed generations in the CSPref
dataset, we chose to use GPT-40 to decide between
“sent_1,” “sent_2,” and “tie.” Our instruction mes-
sage to GPT-40 gave it an approximate prior of an
equal distribution of “sent_1,” “sent_2,” and “tie,”
and additionally explained the process of choosing
a certain label. In order to speed up the inference
process, we batched dataset rows before sending
them to GPT-4o for preference prediction. We ex-
perimented with various batch sizes and found a
batch size of 20 to be a good compromise between
speed and accuracy.

4.5 Results

The summary of our model accuracy scores is given
in Table 5. We observed that GPT-4o0 does the
best among all the models we tried for this task.
With a larger training set of human preferences
with a more diverse collection of language pairs, it
might be easier to finetune larger models to capture
human preferences better. During our exploratory
data analysis and verification with native Hindi
speakers, we also found that some of the sentences
lacked coherence, which could be due to the fact
that they were generated from smaller LLMs such
as Llama. Note that we do not use the language pair
as a feature or train different models for different
language pairs.

5 Conclusion

In this paper, we experimented with various mod-
els to predict human preferences among candi-

51

Model Test Set Accuracy
Finetuned GPT-2 0.53
Cohere Embeddings + 0.52
Logistic Regression
FastText 0.38
GPT-4o 0.66

Table 5: Train and test set accuracies of all the models

date code-switched generations in English-Hindi,
English-Malayalam, and English-Tamil. We ob-
served that GPT-40 does the best among the vari-
ous models we tried. Future work might explore
the use of bigger models and datasets, and also a
deeper comparative analysis between the variations
across languages. For LLM-based approaches, we
could also explore prompt optimization using tools
such as DSPy (Khattab et al., 2024) and parameter-
efficient finetuning methods such as LoRA (Hu
et al., 2021) and its derivatives. Another inter-
esting direction is to explore the effectiveness of
these models to act as reward functions for aligning
LLMs to generate more natural code-mixed text.

6 Limitations

While predicting human preferences is a crucial
step in generating natural and accurate code-mixed
text, we need to consider the ethical implications of
such models, especially in case they are used in real
world applications in multilingual communities
such as e-commerce, governance, health care, and
education. Underrepresented or misrepresented
aspects in a preference dataset can propagate bi-
ases. Communities that code-switch in a unique,
uncommon way might feel disenfranchised if these
models cannot capture human preferences accu-



rately. Moreover, we need to consider whether
correlations between metrics and human judgment
are a sufficient benchmark for comparing various
models.
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