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Abstract

Code-switching (CS) remains a significant chal-
lenge in Natural Language Processing (NLP),
mainly due a lack of relevant data. In the con-
text of the contact between the Basque and
Spanish languages in the north of the Iberian
Peninsula, CS frequently occurs in both formal
and informal spontaneous interactions. How-
ever, resources to analyse this phenomenon and
support the development and evaluation of mod-
els capable of understanding and generating
code-switched language for this language pair
are almost non-existent. We introduce the first
approach to develop a naturally sourced cor-
pus for Basque-Spanish code-switching. Our
methodology consists of identifying CS texts
from previously available corpora using lan-
guage identification models, which are then
manually validated to obtain a reliable subset of
CS instances. We present the properties of our
corpus and make it available under the name
EuskaiiolDS.!

1 Introduction

Code-switching (CS) is a phenomenon that con-
sists of alternating or mixing between two or more
languages within a single discourse. It is common
in multilingual communities, both in oral and writ-
ten communication (Appel and Muysken, 2005;
Sarkisov, 2022). Since it is estimated that multi-
lingualism is a standard for more than half of the
world population (Tucker, 2001), code-switching
can be of great interest, alongside other phenomena
that arise from language contact, such as borrow-
ings and calques. Nevertheless, language models
generally perform worse in CS scenarios, even mul-
tilingual models that are supposedly proficient in
the languages (Winata et al., 2021; Aguilar et al.,
2020). Therefore, it is essential to research and

'Euskaiiol is a colloquial portmanteau used to describe the
mixing of Basque and Spanish, whose endonyms are euskara
and espaiiol, respectively.
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develop resources and applications for Natural Lan-
guage Processing (NLP) that take into account the
existence of CS.

According to the survey by Winata et al. (2023),
works on computational approaches to CS in-
clude Hindi-English, Spanish-English and Chinese-
English as the most researched language pairs, al-
though they point out the need to “broaden the
language scope of CS research". In this respect,
our research centres on Basque (ISO 639-3: eus),
a minoritized low-resource language spoken in the
in the western Pyrenees. Most of its speakers
are bilingual and also speak Spanish (ISO 639-3:
spa) or French (ISO 639-3: fra). The contact be-
tween these languages results in different common
phenomena, including code-switching with either
language, shown in examples 1 and 2. Although
there are numerous studies on socio-pragmatic fea-
tures of this contact (Barredo, 2003; Ibarra Murillo,
2014; Epelde et al., 2020) and the presence of code-
switching between Basque and Spanish is well doc-
umented in NLP (Garcia-Sardifa et al., 2018; Es-
cribano et al., 2022), naturally sourced resources
are still lacking.

(1) Y si lo ponen mds bonito eta musika polita
jende gehiago jutekol...]!
And if they decorate the place and play good
music, is so that people will go there]...]!
(Barredo, 2003)
(2) Comment sans boire de vin egon behar dugu,

nos malheureuses gorges behar dute idortu.
Since we have to live without drinking wine,
our unfortunate throats will get dry.

(Epelde et al., 2020)

To better study the contact between these lan-
guages and the ability of models to process CS,
we develop a semi-supervised methodology to ob-
tain code-switched sentences from pre-existing cor-
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Name Size(Tokens) Source Topics

BasqueParl 14M  Parliamentary transcriptions Political discourse

HelduGazte 37M  Twitter News, sport, music, nationalist left
Covid-19 57M  Twitter (September 2019 to February 2021) Covid-19, political issues

Table 1: Summary of the sources of the dataset. Topics correspond to those reported in their corresponding papers.

pora, with the help of language identification mod-
els. We use our approach to gather a corpus from
diverse sources—parliamentary transcriptions and
social media posts—and present some qualitative
analysis on its contents. We make our dataset and
the code used to gather and process it publicly avail-
able.”

2 The EuskanolDS Dataset

We present a dataset of instances containing code-
switching between Spanish and Basque, which
are two languages from different linguistic fam-
ilies with many perceptible typological differences.
For example, Spanish is an fusional language with
nominative-accusative alignment and SVO domi-
nant word order, whereas Basque is an agglutina-
tive language with ergative-absolutive alignment,
and its dominant word order is SOV. Their similari-
ties include similar phonetic inventories, and a long
shared history of contact and mutual sociolinguistic
influence.

The final EuskaiiolDS dataset has two splits: sil-
ver, automatically classified, and gold, manually
filtered. We explain in detail the process to obtain
them, as well as provide a quantitative and quali-
tative analysis on the interesting properties of our
dataset.

2.1 Dataset Sources

We source our data from the following corpora,
summarized in Table 1:

BasqueParl (Escribano et al., 2022) is a corpus
of Basque parliamentary transcriptions. Basque
and Spanish are both vehicular languages in these
interactions, resulting in "heavy Basque-Spanish
code-switching", as well as frequent language
switches between exchanges.

HelduGazte (Fernandez de Landa et al., 2019;
Fernandez de Landa and Agerri, 2021) is com-
posed of almost 6 million tweets by Basque speak-
ers, used to analyse the use of formal and informal

https://github.com/hitz-zentroa/
euskanolDS

Basque on social media, as well as adult and young
speech.’

Covid-19 (Fernandez de Landa et al., 2024) is
a corpus of 8 million tweets by Basque speakers
during the Covid-19 pandemic, used to study di-
achronic trends of language use during different
stages of the pandemic.

We consider BasqueParl as a source of formal
language, whereas both twitter datasets include a
mixture of formal and informal speech, tending
towards informal. Therefore, our corpus collects a
wide variety of topics and different diaphasic and
diatopic varieties, as well as spoken and written
language.

2.2 Silver Set: Automatic Classification

To filter the instances, we propose a semi-
supervised approach that first employs the model
for Language Identification from FastText (Joulin
et al., 2016a,b) to automatically classify the in-
stances. The model was trained to identify 217
languages, including Spanish and Basque, and also
outputs a confidence level for each tag. In our
dataset, both the average and the median confi-
dence of the predictions are 99%, indicating that
the majority of the predictions of the models have
a high confidence. When instances are filtered by
their confidence level, the lower the confidence,
the higher probability of them containing CS. Pre-
liminary testing indicated that filtering instances
that have a confidence lower than 90% and that are
tagged as Basque and Spanish or viceversa gives
us a high-precision set of instances exhibiting CS.

The final silver split has a total of 20, 008 in-
stances, 597 sourced from BasqueParl, 19,339
from Covid-19 and 72 from HelduGazte.

2.3 Gold Set: Manual Validation

To obtain a gold-standard test set, we manually
verify a subset of the automatically filtered sen-
tences. We classify all BasqueParl and HelduGazte

3We have only been able to access 1000 tagged tweets

from this corpus, because the rest of the instances are not
available without access to the X APIL
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Split  Tokens Instances Avg. Length
Silver 537,648 20,008 26.87
Gold 36,860 927 39.76

Table 2: Quantitative analysis of EuskariolDS.

instances and 2000 random instances from the
Covid-19 corpus, to balance the texts from both
sources. In order to distinguish CS from similar
phenomena such as borrowings (Alvarez-Mellado
and Lignos, 2022), we only consider sentences that
contain more than two words in each language
and grammatical features from both languages as
CS, although this aggressive filtering removes utter-
ances that could be considered as code-switching.
We also do not consider CS instances where the
switch occurs at a proper noun that has no direct
translation, as in Example 3, or where the content
of both languages is the same, as in Example 4.

(3) La candidata de EH Bildu es Maddalen Iri-
arte, documentate.
Maddalen Iriarte is EH Bildu’s candidate, get
informed.

(4) Dublin, gaur ! . Ederra benetan!! / Dublin,
hoy. Es precioso!
Dublin, today ! . Truly beautiful!! / Dublin,
today. It’s beautiful!

The final gold split has a total of 927 manually
filtered instances, 403 sourced from BasqueParl,
72 from HelduGazte, and 452 from the Covid-19
corpus.

Table 2 shows some quantitative statistics from
our corpus, comparing the size of both splits. Al-
though the silver set has 20 times more instances
than the gold set, it has fewer tokens per instance
on average, because it has a larger proportion of
tweets, which are much shorter on average.

2.4 Qualitative Analysis

As a first insight into our corpus, we perform a
manual analysis of some qualitative aspects of our
gold set. First, we classify the instances accord-
ing to the following widespread typology (Appel
and Muysken, 2005), illustrated in Table 3 with
instances from the corpus:

* Inter-sentential CS occurs between sen-
tences, and is the most represented type in
our corpus.

e Intra-sentential CS occurs in the middle of a
sentence.

 Emblematic CS occurs between a sentence
and an exclamation or a tag.

As shown in Table 4, most instances exhibit inter-
sentential CS, mainly due to those from Covid-19
and BasqueParl. On the other hand, HelduGazte
has more intra-sentential or code-mixed sentences,
but also comes from a smaller and less representa-
tive dataset. The least represented type is emblem-
atic CS, 3.14% of the total corpus. This proportion
may have been larger if we included more informal
conversations, as they tend to occur more often in
informal oral speech (Ibarra Murillo, 2019).

The tweets in our dataset often contain both in-
formality traits and dialectal elements. The pres-
ence of different Basque dialects, also called eu-
skalkiak, is specially notable. In Example 5, we
can see some of these traits: compare standard
temporada with temporadie or dago with dao.

(5) Ezteu nahi bezela hasi tenporadie, bafio hau

hasi besteik ezta efi ta lan asko daola etteko
garbi dao. Un placer volver a ver tantas caras
conocidas.
I don’t want to start the season like this, but
not only has it just started and it is clear that
there is a lot to do. A pleasure to see so many
familiar faces..

Similarly, inter-sentential CS is common in re-
ported speech, where the language shifts when re-
porting what someone said in a different language.
This is especially true in BasqueParl, as the speak-
ers are constantly referencing other interventions.

(6) Edo beste erantzun berean esandako beste
gauza bat: “Asi el modelo A, en su distribu-
cion horaria actual tendria que reformula-
rse".

And another thing said in that same answer:
“Thus, model A, in its current time distribution,

would have to be reformulated.".

The nature of isolated tweets means that we
are missing important context (responses, retweets,
etc.) and metadata about the authors that could
provide insights into trends and motivation behind
code-switching. However, in some cases we can
infer the speaker’s intent based solely on the tex-
tual content. For example, following Appel and



Source Instance Translation Type of CS
HelduGazte bihar zazpi terditan gora y yo me muerooooooo tomorrow up at seven thirty and i’'m going to die Intra-sentential
BasqueParl Por lo tanto, no tengo nada més que afiadir. Therefore, I don’t have anything else to add. Inter-sentential

* Eta eskerrik asko denoi akordio batera heldu garelako. And thank you everyone for having reached an agreement. \
Covid-19 Katxis! Veo ala tropa baja... Eutsi goiari! Heck! I see the spirits are low... Cheer up! Emblematic
Table 3: Examples from the dataset. Basque in green, Spanish in blue.
Inter Intra Emblem 4 Conclusion
HelduGazte 36.11% 58.33% 5.56% In this paper, we present EuskafiolDS, a new re-
Covid-19  85.40% 9.73% 4.87% source for Basque-Spanish code-switching. It con-
BasqueParl  67.25% 31.76% 0.99% sists of a corpus of 20,000 instances sourced from
tweets and parliamentary transcriptions. The in-
Total 73.68% 23.09% 3.24%

Table 4: Proportion of each type of CS in the gold split
according to the source of the instances and in total.

Muysken (2005), who identify Jakobson’s six func-
tions of language with six possible motivations
behind code-switching, we can see the phatic func-
tion in Example 7, where code-switching is used to
test the language of the interaction, or the expres-
sive function in Example 8, where code-switching
is used to emphasize the feeling expressed.

(7) Kaixo Aitor. Euskaraz bai? Hablas euskara?
Es para ver si podemos hacerte una entrevista
[...].
Hi Aitor. Is Basque okay? Do you speak
Basque? We would like to know if we can
interview you [...].

(8)  Sencillamente alucinante. 1zugarria. Komen-
tariorik ez...
Just awesome. Incredible. No comments...

3 Applications & Future Work

The dataset we have presented is the first resource
that gathers instances with Basque-Spanish CS, and
represents a first step towards evaluating and train-
ing models for this language pair.

This corpus could be used for the theoretical
study of code-switching features between Basque
and Spanish, as demonstrated by the shallow in-
sights already provided here. It can also be useful
to develop datasets for NLP tasks, such as token
language identification or stance detection on CS
text, either on its own or in combination with other
monolingual or bilingual datasets.

stances have been filtered with a Language Identi-
fication system and manually classified, resulting
in two versions of the corpus: a silver set, that con-
tains all of the automatically identified instances,
and a gold set, that only contains a reliable subset.
We also present a first exploration of the phenom-
ena observed in the corpus. We believe it is a re-
source of interest for different NLP and linguistic
applications, that can open the door for both prac-
tical and theoretical research in Basque-Spanish
CS.

Limitations

The limitations that we have encountered during
the creation of our corpus are mainly related to the
low-resource status of Basque and the limited previ-
ous research on the Basque-Spanish CS pair in the
NLP field. The data collection was made available
thanks to previous works of researchers to gather
natural corpora for the Basque language. The cor-
pora of Basque tweets is specially relevant, because
the X API has since been closed, limiting the avail-
ability of spontaneous data that includes not only
instances of CS but also other research topics. Fi-
nally, we would like to mention that our corpus only
refers to code-switching between Basque-Spanish,
as we have considered the Basque-French pair to
be out of scope for the current work.

Acknowledgements

This work has been partially supported by the
the DeepR3 project (TED2021-130295B-C31)
founded by MCIN/AEI/10.13039/501100011033
and European Union NextGeneration EU/PRTR
and by the Basque Government (IXA excellence
research group IT1570-22). Maite Heredia is sup-
ported by the UPV/EHU PIF23/218 predoctoral
grant.



References

Gustavo Aguilar, Sudipta Kar, and Thamar Solorio.
2020. LinCE: A centralized benchmark for linguis-
tic code-switching evaluation. In Proceedings of the
Twelfth Language Resources and Evaluation Confer-
ence, pages 1803-1813, Marseille, France. European
Language Resources Association.

Elena Alvarez-Mellado and Constantine Lignos. 2022.
Detecting unassimilated borrowings in Spanish: An
annotated corpus and approaches to modeling. In
Proceedings of the 60th Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 3868-3888, Dublin, Ireland. As-
sociation for Computational Linguistics.

Rene Appel and Pieter C. Muysken. 2005. Language
Contact and Bilingualism. Amsterdam University
Press.

Inma Barredo. 2003. Pragmatic functions of code-
switching among basque-spanish bilinguals.

Irantzu Epelde, Bernard Befiat, and Bernard Oyharca-
bal. 2020. Ergative marking in basque-spanish and
basque-french code-switching. Zeitschrift fiir Kata-
lanistik, 33.

Nayla Escribano, Jon Ander Gonzalez, Julen Orbegozo-
Terradillos, Ainara Larrondo-Ureta, Simén Pefia-
Fernandez, Olatz Perez-de Vifaspre, and Rodrigo
Agerri. 2022. BasqueParl: A bilingual corpus of
Basque parliamentary transcriptions. In Proceedings
of the Thirteenth Language Resources and Evalua-
tion Conference, pages 3382-3390, Marseille, France.
European Language Resources Association.

Joseba Fernandez de Landa and Rodrigo Agerri. 2021.
Social analysis of young basque-speaking communi-
ties in twitter. Journal of Multilingual and Multicul-
tural Development, 0(0):1-15.

Joseba Fernandez de Landa, Rodrigo Agerri, and Ifiaki
Alegria. 2019. Large scale linguistic processing of
tweets to understand social interactions among speak-
ers of less resourced languages: The basque case.
Inf., 10:212.

Joseba Fernandez de Landa, Iker Garcia-Ferrero, Ander
Salaberria, and Jon Ander Campos. 2024. Uncover-
ing social changes of the Basque speaking Twitter
community during COVID-19 pandemic. In Pro-
ceedings of the 3rd Annual Meeting of the Special
Interest Group on Under-resourced Languages @
LREC-COLING 2024, pages 363-371, Torino, Italia.
ELRA and ICCL.

Laura Garcia-Sardifia, Manex Serras, and Arantza del
Pozo. 2018. ES-port: a spontaneous spoken human-
human technical support corpus for dialogue research
in Spanish. In Proceedings of the Eleventh Interna-
tional Conference on Language Resources and Evalu-
ation (LREC 2018), Miyazaki, Japan. European Lan-
guage Resources Association (ELRA).

Orreaga Ibarra Murillo. 2014. Tipologia y pragmética
del code-switching vasco-castellano en el habla infor-
mal de jovenes bilingilies. Lapurdum, pages 23—40.

Orreaga Ibarra Murillo. 2019. Las conversaciones
de jovenes vascoparlantes por whatsapp y cara a
cara: el cambio de cédigo vasco-castellano. Cir-
culo de Lingiiistica Aplicada a la Comunicacion,
79:277-296.

Armand Joulin, Edouard Grave, Piotr Bojanowski,
Matthijs Douze, Hérve Jégou, and Tomas Mikolov.
2016a. Fasttext.zip: Compressing text classification
models. arXiv preprint arXiv:1612.03651.

Armand Joulin, Edouard Grave, Piotr Bojanowski, and
Tomas Mikolov. 2016b. Bag of tricks for efficient
text classification. arXiv preprint arXiv:1607.01759.

Emil Sarkisov. 2022. Interlingual interference as a lin-
guistic and cultural characteristic of the current on-
line communication.

G Richard Tucker. 2001. A global perspective on bilin-
gualism and bilingual education. Georgetown Uni-

versity Round table on Languages and Linguistics
1999.

Genta Winata, Alham Fikri Aji, Zheng Xin Yong, and
Thamar Solorio. 2023. The decades progress on code-
switching research in NLP: A systematic survey on
trends and challenges. In Findings of the Associa-
tion for Computational Linguistics: ACL 2023, pages
2936-2978, Toronto, Canada. Association for Com-
putational Linguistics.

Genta Indra Winata, Samuel Cahyawijaya, Zihan Liu,
Zhaojiang Lin, Andrea Madotto, and Pascale Fung.
2021. Are multilingual models effective in code-
switching? In Proceedings of the Fifth Workshop
on Computational Approaches to Linguistic Code-
Switching, pages 142—-153, Online. Association for
Computational Linguistics.


https://aclanthology.org/2020.lrec-1.223
https://aclanthology.org/2020.lrec-1.223
https://doi.org/10.18653/v1/2022.acl-long.268
https://doi.org/10.18653/v1/2022.acl-long.268
https://api.semanticscholar.org/CorpusID:202116989
https://api.semanticscholar.org/CorpusID:202116989
https://doi.org/10.46586/ZfK.2020.77-98
https://doi.org/10.46586/ZfK.2020.77-98
https://aclanthology.org/2022.lrec-1.361/
https://aclanthology.org/2022.lrec-1.361/
https://doi.org/10.1080/01434632.2021.1962331
https://doi.org/10.1080/01434632.2021.1962331
https://api.semanticscholar.org/CorpusID:195856548
https://api.semanticscholar.org/CorpusID:195856548
https://api.semanticscholar.org/CorpusID:195856548
https://aclanthology.org/2024.sigul-1.44
https://aclanthology.org/2024.sigul-1.44
https://aclanthology.org/2024.sigul-1.44
https://aclanthology.org/L18-1125/
https://aclanthology.org/L18-1125/
https://aclanthology.org/L18-1125/
https://doi.org/10.4000/lapurdum.2485
https://doi.org/10.4000/lapurdum.2485
https://doi.org/10.4000/lapurdum.2485
https://doi.org/10.5209/clac.65660
https://doi.org/10.5209/clac.65660
https://doi.org/10.5209/clac.65660
https://doi.org/10.18653/v1/2023.findings-acl.185
https://doi.org/10.18653/v1/2023.findings-acl.185
https://doi.org/10.18653/v1/2023.findings-acl.185
https://doi.org/10.18653/v1/2021.calcs-1.20
https://doi.org/10.18653/v1/2021.calcs-1.20

