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Abstract

Warning: This paper contains content that may
be offensive or upsetting

Content moderation is a global challenge, yet
major tech platforms prioritize high-resource
languages, leaving low-resource languages
with scarce native moderators. Since effective
moderation depends on understanding contex-
tual cues, this imbalance increases the risk of
improper moderation due to non-native modera-
tors’ limited cultural understanding. Through a
user study, we identify that non-native mod-
erators struggle with interpreting culturally-
specific knowledge, sentiment, and internet cul-
ture in the hate speech moderation. To assist
them, we present LLM-C3MOD, a human-
LLM collaborative pipeline with three steps:
(1) RAG-enhanced cultural context annota-
tions; (2) initial LLM-based moderation; and
(3) targeted human moderation for cases lack-
ing LLM consensus. Evaluated on a Korean
hate speech dataset with Indonesian and Ger-
man participants, our system achieves 78% ac-
curacy (surpassing GPT-4o’s 71% baseline),
while reducing human workload by 83.6%. No-
tably, human moderators excel at nuanced con-
tents where LLMs struggle. Our findings sug-
gest that non-native moderators, when properly
supported by LLMs, can effectively contribute
to cross-cultural hate speech moderation.

1 Introduction

Content moderation has evolved into a global chal-
lenge, yet major tech platforms concentrate their re-
sources primarily on high-resource languages (Wit-
ness, 2023). Meta allocates 87% of its misinforma-
tion budget to English content despite only 9% of
users being English speakers, exemplifying a sys-
temic bias in content moderation (Milmo, 2021).
This imbalance has led to increased hate speech and
misinformation in non-English contexts, alongside
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응 준비완~~~ 군캉스 개꿀~~~

Original Hate Speech (KO)

Native Hate Speech(HS) Moderation

Non-Native HS Moderation
w/o Cultural Context

Non-Native HS Moderation
w/ Cultural Context

 Offensive

Yes, ready~~~ Military 
vacation so sweet~~~

Translated Hate Speech(EN)

Offensive

Military vacation (군캉스):
A portmanteau of 
"military" and "vacation" in 
Korean. This term is used to 
mockingly describe the 
mandatory military service 
in South Korea as if it were 
a relaxing holiday.

Cultural Context
Not Offensive
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vacation so sweet~~~

Translated Hate Speech(EN)

Figure 1: An example of a non-native hate speech mod-
erator performing hate speech detection with and with-
out cultural context.

risks of improper content moderation due to in-
sufficient cultural understanding (Nigatu and Raji,
2024; Elswah, 2024).

Given the scarcity of native moderators for many
languages, we argue that exploring methods for
non-native hate speech moderation is crucial. As
exemplified in Figure 1, non-native moderators can-
not simply rely on machine translation, as hate
speech moderation task requires deeper cultural
and political context to make an informed deci-
sion (Chan et al., 2024; Lee et al., 2024). Recent re-
search has explored using Large Language Models
(LLMs) for content moderation (Kolla et al., 2024a;
Jha et al., 2024) and hate speech detection (Roy
et al., 2023; Zhang et al., 2024), but primarily fo-
cuses on single-language scenarios, leaving cross-
cultural challenges largely unexplored (Pawar et al.,
2024; Hee et al., 2024).
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We present LLM-C3MOD, a system that
leverages retrieval-augmented generation (RAG)-
enhanced LLMs (Lewis et al., 2020) to assist non-
native moderators through three key components:
(1) cultural context annotation, (2) initial LLM-
based moderation, and (3) targeted human mod-
eration. Our system leverages web search results
to generate reliable cultural annotations, helping
non-native moderators better understand culturally
specific expressions and nuances. Also, through
LLM-based initial screening, we maintain efficient
workload distribution between automated and hu-
man moderation.

We evaluate LLM-C3MOD on KOLD (Jeong
et al., 2022), a Korean hate speech dataset, with
non-native participants from Indonesia and Ger-
many. Our system achieves 78% accuracy (sur-
passing the 71% GPT-4o baseline) while reducing
human workload by 83.6%. Notably, providing cul-
tural context annotations improves non-native mod-
erator accuracy from 22% to 61%. We found that
human moderators particularly excel at nuanced
tasks where LLMs struggle, such as interpreting
internet culture, including memes and their cultural
references.

Our main contributions are as follows:

• We empirically identify key challenges faced
by non-native moderators in cross-cultural
hate speech moderation through user study.

• We develop a RAG-enhanced cultural annota-
tion system that demonstrably improves hate
speech moderation accuracy for both humans
and LLMs.

• We propose LLM-C3MOD, an effective
human-LLM collaboration pipeline that strate-
gically integrates machine efficiency with hu-
man judgment.

Our findings demonstrate that non-native mod-
erators, when properly supported by LLMs, can
contribute effectively to cross-cultural hate speech
moderation, addressing critical needs in global on-
line safety.

2 Related Work

2.1 Hate Speech Moderation: Cultural
Considerations

Hate speech moderation is a type of content mod-
eration that involves various tasks, including de-
tecting (Park and Fung, 2017; Vidgen et al., 2021),

explaining (Sap et al., 2020; ElSherief et al., 2021;
Mathew et al., 2021), and countering (Masud et al.,
2022; Chung et al., 2019) hate speech on online
platforms. One of the challenges in this domain lies
in understanding diverse cultural and contextual
cues that differ across countries and regions (Hee
et al., 2024).

To address this challenge, recent works have in-
troduced hate speech datasets that incorporate vari-
ous linguistic and cultural factors (Lee et al., 2023;
Jeong et al., 2022; Jin et al., 2024; Lee et al., 2024;
Arango Monnar et al., 2022; Deng et al., 2022; De-
mus et al., 2022; Maronikolakis et al., 2022; Ye
et al., 2024; Muhammad et al., 2025). Another re-
cent works have proposed culturally-specific hate
speech moderation methods (Li et al., 2024; Ye
et al., 2024). Furthermore, Masud et al. (2024)
explore the potential of utilizing LLMs as hate
speech annotators representing specific cultural or
geographical groups. However, these approaches
largely focus on moderation within specific mono-
cultural contexts. This leaves a gap in addressing
the complexities of cross-cultural hate speech mod-
eration where human moderators are required to
handle content from unfamiliar cultural or linguis-
tic contexts. In this work, we examine the difficul-
ties of non-native annotators and their potential in
cross-cultural hate speech moderation.

2.2 Hate Speech Moderation: Human-LLM
Collaboration

Recent works have investigated LLM-assisted con-
tent moderation (Kolla et al., 2024b; Kumar et al.,
2024) and hate speech moderation (Vishwamitra
et al., 2024; Kang and Qian, 2024; Wang et al.,
2023; Yang et al., 2023; Podolak et al., 2024). How-
ever, for tasks that are heavily context-dependent,
such as content moderation, human moderators
are known to outperform automated systems by
making more nuanced decisions that consider con-
textual subtleties (Alkhatib and Bernstein, 2019;
Gorwa et al., 2020).

Thus, to utilize both human intelligence and ma-
chine moderator’s scalability and efficiency, there
is growing exploration of human-machine collabo-
ration for hate speech moderation (Jhaver et al.,
2019; Thomas et al., 2024; Ding et al., 2024;
Breazu et al., 2024). Yet, it remains unclear how
LLMs can be effectively leveraged in cross-cultural
hate speech moderation scenarios. In this work, we
utilize LLMs as cultural context annotators and
hate speech moderator agents, proposing a human-
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LLM collaboration cross-cultural hate speech mod-
eration pipeline.

3 User Study: Understanding Non-Native
Moderators’ Challenges

In this section, we explore the challenges non-
native moderators face when relying solely on basic
machine translation for hate speech detection. A
user study was conducted with non-Korean moder-
ators on KOLD (Jeong et al., 2022), a Korean hate
speech detection dataset.

3.1 Method

Dataset KOLD (Jeong et al., 2022) consists
of comments and titles from Naver News and
YouTube, annotated by native Korean speakers
for offensiveness. From this dataset, we manu-
ally curated 100 culturally specific samples and
categorized them into 8 themes including political,
religious, historical topic. For each theme, one
offensive and one non-offensive sample were se-
lected, resulting in 16 samples for the user study.
The samples were translated into English using
GPT-4o (OpenAI et al., 2024), creating 16 English
comment-title pairs for evaluation.

Experimental Design In this user study, two non-
Korean graduate students participated as annota-
tiors. One student is from Indonesia and the other
student is from Germany. Neither had prior expo-
sure to the KOLD dataset.

The participants’ task was to annotate the of-
fensiveness of the provided comments following
adapted guidelines based on the KOLD dataset an-
notation framework. These guidelines, as in the
original KOLD guideline, included identifying and
marking specific spans of text considered offen-
sive within the comments. Aside from the usual
“Offensive” and “Non-offensive” options, we intro-
duced an additional “I don’t know” option. Specifi-
cally, when the participant is uncertain about a com-
ment’s offensiveness, they were instructed to select
“I don’t know” and indicate what additional infor-
mation would help them make a decision. Also,
the participants were permitted to use an English
dictionary for clarifying word meanings but were
strictly prohibited from using search engines or
LLMs during the annotation process.

3.2 Results

The participants struggled with the task, answering
incorrectly or selecting “I don’t know” for nearly

half of the samples, achieving an overall accuracy
of 56.25%. Participant 1 answered correctly for 9
samples, incorrectly for 2, and chose “I don’t know”
for 5 samples. Similarly, participant 2 answered
correctly for 9 samples, incorrectly for 4, and chose
“I don’t know” for 3 samples.

3.3 Findings

The user study revealed three key challenges faced
by non-native moderators: difficulties in under-
standing culturally-specific knowledge, sentiment
and internet culture.

Cultural Knowledge Participants struggled with
unfamiliar Korean-specific named entities such as
“Northwest Youth League (서북청년단),”. For in-
stance, in the comment “If it were our country, it
would be like the Northwest Youth League ruling
the nation (우리나라로치면서북청년단이나라를
지배하는꼴)”, both participants selected “I don’t
know” and indicated that they need more infor-
mation about the named entity “Northwest Youth
League”.

Cultural Sentiment Another challenge arose
from the cultural sentiment disparities. For ex-
ample, participants marked the comment “root out
pro-Japanese collaborators (친일파를뿌리뽑다)”
as “offensive” due to the phrase “root out”. How-
ever, in the Korean cultural context, “pro-Japanese
collaborators” refers to individuals who cooper-
ated with Japanese imperial policies during the
colonial era, a group widely criticized and con-
demned in Korea. Thus, the comment is considered
non-offensive within its cultural context. However,
these participants marked it as offensive because
they did not share the sentiments and cultural sen-
sitivity of Koreans.

Internet Culture The participants also encoun-
tered difficulties with understanding Korean inter-
net memes, slang, and humor such as the comment
“The reason why Gag Concert has no choice but
to fail...(개콘이망할수밖에없는이유...)”. Gag
Concert, a popular Korean comedy show, is often
referenced in internet memes to describe absurd
real-life situations, especially in serious contexts
like politics or religion. The meme suggests that
these real events are so ironic and comedic that they
outshine scripted humor, causing the comedy show
to seem less relevant. Both participants marked “I
don’t know” due to a lack of context to understand
the reference.
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Figure 2: Overview of LLM-C3MOD. The pipeline consists of three steps: 1) generating cultural context
annotations, 2) initial moderation using LLM moderators, and 3) final moderation by non-native human moderators.
Further details are provided in Section 4.

These findings emphasize the need to provide
cultural context for non-native moderators in hate
speech detection tasks, especially to assist them in
understanding culturally-specific knowledge, senti-
ment, and internet culture. Hate speech examples
for each category are provided in Appendix A.

4 LLM-C3MOD: A Human-LLM
Collaborative Hate Speech Moderation
Pipeline

In this section, we suggest how LLMs can assist
non-native moderators in understanding and mod-
erating cross-cultural hate speech.

Based on our findings in Section 3, we propose
LLM-C3MOD, a human-LLM collaborative hate
speech moderation pipeine that includes 1) auto-
matically generating cultural context 2) initial mod-
eration with LLM moderators and 3) moderation
with non-native human moderators. The process is
described in Figure 2.

Step 1: Automatic Cultural Context Generation
To assist hate speech moderation, we automatically
generate cultural context of each title-comment
pairs with GPT-4o (OpenAI et al., 2024). Notably,
reliable cultural context annotations should not con-
tain misinformation and should be able to handle
up-to-date information, considering the real-time
nature of content moderation. However, LLMs
have limitations as they cannot process data beyond
their training time and exhibit inherent hallucina-
tion (Xu et al., 2024).

To mitigate these problems, we employ

RAG (Lewis et al., 2020) and CoT (Wei et al., 2022)
frameworks. Specifically, we use following steps to
generate cultural context annotation: (1) detect text
span in the titles and comments related to follow-
ing three aspects—culturally-specific knowledge,
sentiment, and internet culture; (2) search for re-
lated articles or documents in the internet(RAG);
(3) annotate objective cultural context based on the
retrieved information. The samples of generated
cultural context are shown in Appendix A. Further-
more, the prompts used in this process and their
corresponding responses are detailed in Appendix
D.1 and E, respectively.

Since our goal is to provide additional informa-
tion that can assist non-native moderators in mak-
ing accurate decision, we strictly limit our annota-
tion to ‘objective contexts’. In this stage, we do not
task LLMs with determining whether a comment
is offensive.

Step 2: Initial LLM Moderation To ensure scal-
ability of the pipeline, we employ LLM agents for
initial hate speech detection. Using the cultural con-
text annotations generated in Step 1, three LLM
moderators classify each comment as either offen-
sive or non-offensive. The outcomes fall into one
of two scenarios: (1) all three LLM moderators
agree, or (2) one LLM moderator disagrees with
the other two. In the first case, the pipeline con-
cludes with the unanimous decision of the LLM
moderators. In the second case, the pipeline moves
to the next step for further review. In this study, we
utilized three GPT-4o (OpenAI et al., 2024) agents
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Number of
Samples

Baseline
(GPT-4o)

Our Pipeline
(GPT-4o & Human)

All Samples 171 0.71 0.78
Decision at Step 2: LLM Moderators 143 0.72 0.78Total
Decision at Step 3: Human Moderators 28 0.67 0.75
All Samples 61 0.78 0.75
Decision at Step 2: LLM Moderators 54 0.76 0.76Cultural Knowledge
Decision at Step 3: Human Moderators 7 0.91 0.71
All Samples 51 0.69 0.78
Decision at Step 2: LLM Moderators 41 0.76 0.78Cultural Sentiment
Decision at Step 3: Human Moderators 10 0.43 0.80
All Samples 59 0.67 0.80
Decision at Step 2: LLM Moderators 48 0.65 0.81Internet Culture
Decision at Step 3: Human Moderators 11 0.73 0.73

Table 1: Comparison of LLM-C3MOD (GPT-4o & Non-native Human) and a GPT-4o baseline(avg. of three runs)
on 171 KOLD dataset samples. The samples are categorized based on the required type of cultural understanding: 1)
cultural knowledge (N= 61), 2) cultural sentiment(N = 51), and 3) internet culture(N = 59). Using LLM-C3MOD,
samples are divided into two groups: those resolved in Step 2 with agreement among LLM moderators and those
requiring further review by human moderation in Step 3. LLM-C3MOD significantly improves performance in
Step 3, increasing overall accuracy from 0.71 to 0.78. KOLD samples for each category, along with cultural context
annotations, are provided in Appendix A.

as LLM moderators.

Step 3: Non-native Human Moderation Sam-
ples flagged due to LLM disagreement are passed
to non-native human moderators, as such samples
are implicitly more challenging. Human moder-
ators are provided with the same cultural context
annotations, titles and comments. The final deci-
sion is determined by majority voting among three
non-native human moderators.

5 Experiments

5.1 Cultural Context Annotation

We conduct an A/B test to evaluate the effen-
tiveness of cultural context annotations using a
small set of 12 manually selected samples from
the KOLD dataset. The samples include seven
offensive and five non-offensive comments, four
from each category—culturally-specific knowledge,
sentiment, and internet culture. For human moder-
ators, we recruited three non-Korean participants.
Initially, they performed hate speech detection with-
out the cultural context annotations, following the
procedure described in Section 3.1. Then, they re-
peated the task on the same set of samples with
the cultural context annotations provided. We con-
ducted the same task using three GPT-4o modera-
tors.

Table 2 shows that the generated cultural context

Cultural Context Annotation
✗ ✓

Human Moderators 0.22 0.61
GPT-4o Moderators 0.67 0.92

Table 2: Performance of humans and LLMs in hate
speech detection with and without cultural context an-
notations on 12 KOLD samples. The performance is
measured as the average of three non-native human mod-
erators and three GPT-4o moderators.

annotations help improve the performance of both
humans and LLMs in hate speech detection task. In
particular, LLMs demonstrate high accuracy when
the annotations are provided, showing promises.

5.2 LLM Moderators

We compare moderation capabilities of various
LLMs to determine the most suitable LLM to serve
as the moderator in our pipeline. For this section
and the evaluation of pipeline, we manually select
171 samples from the KOLD dataset. Specifically,
50 samples were categorized as cultural knowledge,
62 as cultural sentiment, and 60 as internet culture.

Aligned with our proposed pipeline, we evaluate
three LLMs as a group and compare their agree-
ment ratios and accuracy on unanimously agreed
answers. The comparison includes a GPT-4o group,
a Claude-3-haiku group, a Gemini-1.5 group, and a
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Avg. Acc. Agree. Ratio Agree. Acc.

GPT-4o 0.74 0.84 0.75
Claude-3-haiku 0.71 0.84 0.73
Gemini-1.5 0.73 0.82 0.74
Mixed 0.72 0.78 0.72

Table 3: Comparison of LLM Moderator Groups –
Each group consists of three GPT-4o, Claude-3-Haiku,
Gemini-1.5, or a mix of these models. Avg. Acc. repre-
sents the average hate speech detection accuracy. Agree.
Ratio indicates the proportion of samples with unani-
mous agreement among all models in a group. Agree.
Acc. measures accuracy on those unanimously agreed
samples.

mixed group consisting of one GPT-4o, one Claude-
3-haiku, and one Gemini-1.5.

In Table 3, the results show that GPT-4o group
achieves the highest average accuracy. While
Claude-3-haiku group demonstrates the highest
agreement ratio, it falls short in accuracy, making
it the least suitable option for our pipeline. GPT-
4o achieves the best accuracy on samples where
unanimous agreement is reached. Although GPT-
4o group reaches unanimous agreement on fewer
samples, the accuracy of its agreed-upon samples is
high, the high accuracy of these agreed-upon sam-
ples makes it a reliable choice for our pipeline.
Based on these findings, we use three GPT-4o
agents as the LLM moderators in our pipeline.

5.3 LLM-C3MOD Pipeline

The goal of this pipeline is to accurately and effec-
tively conduct hate speech moderation. Based on
prior findings, GPT-4o is employed as both the cul-
tural annotation generator and the LLM moderator.
For non-native human moderators, we recruited
three graduate students: two from Indonesia and
one from Germany. We use the same 171 KOLD
samples from the LLM moderator evaluation ex-
periment.

Table 1 compares the performance of our
pipeline with a GPT-4o baseline (avg. of three
runs). Our pipeline achieved 78% accuracy, exceed-
ing the GPT-4o baseline accuracy of 71%. Further-
more, only 28 out of 171 samples failed to achieve
unanimous agreement among the LLM moderators,
reducing the workload for human moderators by
83.6

In Step 2, of the 143 samples that reached unani-
mous agreement, the LLM moderators made cor-
rect decisions on 112 samples, achieving 78% accu-

racy. In Step 3, majority voting among non-native
human moderators achieved 75% accuracy, signifi-
cantly surpassing the baseline GPT-4o’s accuracy
of 43%. These results demonstrate that our pipeline
effectively improves the overall performance of
hate speech moderation by identifying more chal-
lenging samples and delegating them to human
moderators for review.

The performance of our pipeline showed no sig-
nificant differences across the three categories (Ta-
ble 1). However, there were several interesting
features when our pipeline (human-LLM collab-
oration) is compared to the baselines. First, in
the cultural knowledge category, where extracting
factual data is more critical than understanding nu-
ances, the performance decreased after applying
our pipeline. However, in the cultural sentiment
category and internet culture category, where un-
derstanding nuances takes precedence, the perfor-
mance significantly improve through our pipeline.
The accuracy comparison within the actual pipeline,
specifically between the three LLM moderators and
the non-native human moderator in step 3 (major-
ity voting) can be seen in Table 4. For cultural
knowledge, the Non-native human moderator ac-
curacy shows significant fluctuation, sometimes
higher and sometimes lower. However, for other
categories, the accuracy generally tends to improve.
In the case of internet culture category, while the fi-
nal LLM moderator accuracy is slightly higher than
the human moderator accuracy, this difference is
only by one sample among 11 samples. When con-
sidering the overall performance across the three
LLM moderators, the NN-human moderator case
generally shows an upward trend in internet culture
category.

These observations suggest that in content mod-
eration tasks, there are aspects where humans still
outperform LLMs by a substantial margin espe-
cially when understanding context and nuance is
critical.

6 Discussion

6.1 Native vs. Non-native Moderator
Performance

In this discussion section, we aim to compare the
performance of non-native moderators to native
moderators. We conduct a statistical analysis of
Korean (native) annotators in the KOLD dataset
and non-native participants in our experiment.

The hate speech detection accuracy of each in-
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LLM Moderator
(GPT-4o)

NN Human
Moderator

1 2 3
Total 0.43 0.57 0.61 0.75
Cultural Knowledge 0.86 0.71 0.43 0.71
Cultural Sentiment 0.30 0.80 0.50 0.80
Internet Culture 0.27 0.27 0.82 0.72

Table 4: Accuracy comparison in the Step3 in our
pipeline: 3 LLM moderators(GPT-4o)’ accuracy and
Majority voting accuracy between 3 non-native human
moderators. The comparision was done on 28 samples,
and on each category; named entity (N=7), cultural
sensitivity (N=10), and local memes (N=11). Cases
where the LLM Moderator accuracy is lower than the
NN-Human Moderator’s Majority Voting accuracy are
highlighted in blue , while cases where it is higher are
highlighted in red .

Non-Native Moderators Avg.
1 2 3 Non-Natives Natives

Acc. 0.68 0.82 0.68 0.73 0.89

Table 5: Comparison of hate speech detection accuracy
between individual non-native moderators and native
moderators. For non-native moderators, accuracy is
calculated based on 28 samples from the pipeline vali-
dation experiment (Step 3). For native moderators, the
average accuracy is calculated across 1,749 annotators
who annotated more than 9 samples, using the entire
KOLD dataset.

dividual annotator in the KOLD dataset was mea-
sured as follows. Each sample in the KOLD dataset
includes the judgment results of three Korean an-
notators, along with their respective annotator IDs.
Using this information, we identified all annotator
IDs who annotated more than 9 samples from the
KOLD dataset annotations. Then, we calculated
the accuracy of each annotator by measuring how
often their annotations matched the golden answers.
The results are visualized in Figure 3.

As a result, we found that a total of 3,124 anno-
tators contributed to annotating 40,429 samples in
the KOLD dataset. on average, each annotator an-
notated 38.8 samples, with a median of 12 samples
per annotator. Among them, 1,749 annotators an-
notated more than 9 samples. Within these filtered
annotators, the mean accuracy was 0.89 (standard
deviation: 0.074), and the median accuracy was
0.91. Note that the average accuracy cannot fall
below 0.66, as the golden answers in the KOLD
dataset are determined by the majority vote of the
three Korean annotators.

We also calculated the hate speech detection ac-
curacy of each non-native participants who took
part in the final pipeline validation experiment. The
results are presented in Table 5. Every participant
showed lower performance compared to the aver-
age accuracy of the Korean annotators. This im-
plies the persistent gap between non-native moder-
ators and native moderators. However, it is difficult
to attribute the performance difference solely to the
limitations of the non-native moderators.

The average accuracy of the Korean annotators
was calculated across all samples in the KOLD
dataset. In contrast, the accuracy of the pipeline val-
idation experiment participants was measured on a
filtered set of samples requiring cultural knowledge
and understanding for proper moderation. This
suggests that non-native moderators might perform
better on the full dataset, as it includes samples that
do not require cultural knowledge for moderation.
Meanwhile, we did not assess the accuracy of na-
tive moderators using the same set of 28 samples
as the non-native moderators. This isbecause 27
KOLD annotators participated in annotating those
28 samples, with all but one (who annotated two
samples) working on only one sample. Calculat-
ing accuracy with 28 samples would result in each
KOLD annotator having either 0% or 100% accu-
racy, making the averaged accuracy meaningless.

Thus, our results indicate that non-native moder-
ators still fall short compared to native moderators.
However, these findings should be interpreted with
caution due to inherent limitations in the statistical
comparison.

6.2 Limitations of Early Decision-Making and
Error Analysis

While our pipeline effectively reduces human work-
load by leaveraging LLM moderators in step 2, it
has certain limitations. In our pipeline, an early
decision is made in Step 2 when all three LLM
moderators reach a consensus. However, if they
unanimously agree on an incorrect judgment at this
stage, the pipeline lacks a mechanism to correct
this error. In our pipeline validation experiment, 31
out of 143 early decision samples (18% of all sam-
ples) resulted in incorrect unanimous agreements.
In this discussion, we analyze the difficulty of these
misclassified samples, as presented in Table 6.

We implicitly define the difficulty of a hate
speech sample based on the agreement among na-
tive moderators. In the KOLD dataset, golden an-
swers are determined by the majority vote of three
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LLM Moderators

KOLD Annotators Correct Incorrect

Agree 91 (0.63) 14 (0.10)
Disagree 21 (0.15) 17 (0.12)

χ2 = 16.2064

p = 0.000057 (< 0.05)

Table 6: Analysis of 143 samples that reached unan-
imous agreement in Step2 of our pipeline during the
pipeline validation experiment. The samples were first
categorized based on whether the LLM moderators’
unanimous decision was correct. Then, the samples
were divided according to the level of agreement among
the three Korean annotators of the KOLD dataset. A
Chi-square test was conducted, showing that the LLMs’
decisions are significantly correlated with the agreement
among the Korean annotators, reflecting the inherent dif-
ficulty of the samples.

annotators. If all three annotators agree, the sample
is likely to be straightforward and reliable. Con-
versely, if the annotators disagree, the sample may
be more ambiguous or challenging. To investigate
the relationship between LLM agreement accuracy
(143 samples) and the agreement level of KOLD hu-
man annotators, we conducted a Chi-square test to
test the null hypothesis H0: the accuracy of LLM-
agree samples is independent of human agreement.
The results showed a Chi-square value of 16.2064
and a p-value of 0.000057 (< 0.05), leading to the
rejection of the null hypothesis. This indicates that
the incorrect unanimous agreements in Step 2 are
more likely to be inherently difficult even for na-
tive moderators. Thus, solving these samples may
require a more advanced pipeline or the assistance
of native moderators. The full sample analysis is
in Appendix B.

7 Conclusion

We presented LLM-C3MOD, a system that assists
non-native moderators in cross-cultural hate speech
detection through RAG-enhanced cultural context
annotations and strategic human-LLM collabora-
tion. By addressing three key challenges identi-
fied from our user study—understanding culturally-
specific knowledge, navigating cultural sentiment
differences, and interpreting internet culture—our
system achieves 78% accuracy while reducing hu-
man workload by 83.6% in Korean hate speech
moderation with Indonesian and German partici-

pants. This demonstrates that non-native moder-
ators, when supported with appropriate cultural
context, can effectively contribute to content mod-
eration across linguistic and cultural boundaries. In
future work, we aim to explore extending LLM-
C3MOD to examine its effectiveness across differ-
ent cultural and linguistic combinations, beyond the
Korean-English pairing examined in our study. We
hope our findings contribute to advancing research
in cross-cultural content moderation, addressing
critical challenges in global online safety.

Limitations

Language Proxy Considerations The partici-
pants in our user study and pipeline evaluation ex-
periment are from Indonesia and Germany, and
English is not their first language. Thus, they re-
lied on a proxy language (English) to understand
the Korean content. This likely made it more chal-
lenging for them to fully grasp the nuances of the
language when assessing the offensiveness of the
content. To address this limitation, future work
will involve translating the content into each partic-
ipant’s native language.

Early Decision-Making in the Pipeline Our
pipeline makes an early decision without additional
offensiveness verification when the three LLM
moderators reach an unanimous agreement. As
a result, our pipeline cannot correct unanimous in-
correct decisions made during the early decision
stage. To minimize this risk, we selected 3 GPT-4o
models since it is the combination which showed
highest agree accuracy(Table 3). Furthermore, er-
rors that were not filtered out underwent quantita-
tive analysis through Chi-square testing in Section
6.2, showing that the errors missed during early
decisions in Step 2 in our pipeline were likely to
involve more difficult cases or be inaccurate. How-
ever, since there remain cases where the LLMs
make errors, future work should focus on address-
ing this limitation. Additionally, efforts to improve
performance on challenging cases should also be
prioritized. For example, increasing the number of
LLM Moderators beyond the current three may en-
hance the reliability of the LLM uncertainty. Addi-
tionally, incorporating LLM consistency-checking
methods alongside the use of LLM Moderators
could further improve the robustness and accuracy
of the system.
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Ethical Considerations

Data Our study is conducted in a course project.
Each participant was paid 10,000 KRW, minimum
wage.

Annotator Demographics All annotators were
not native speakers of both the language (English)
and culture (Korean) that they were annotating.
Other annotator demographics were not collected
for this study, except for native language and na-
tionality.

Compute/AI Resources All our experiments
were conducted on local computers using API ser-
vice. The API calls to the GPT models were done
through the Azure OpenAI service. The Gemini
model was accessed via the Google Gemini API ser-
vice. The Claude model was accessed by Anthropic
API service. Finally, we also acknowledge the us-
age of ChatGPT and GitHub Copilot for building
our codebase.
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Appendix

A Cultural Context Example

Table 7 shows the samples of cultural context annotations on KOLD dataset.

Category Label Context(title) Comment Cultural Context Anntoation

Cultural
Knowledge

OFF

GS25 , 브레이브걸스 포스터

또젠더이슈논란

GS25 , Brave Girls poster, another
gender issue controversy

브레이브걸스 =페미아이돌
Brave Girls =feminist idol

GS25: A major convenience store chain in South Korea.
They faced controversy over a promotional poster featuring
a hand reaching for a sausage, which some critics saw as
referencing a feminist symbol associated with Megalia.
Brave Girls: Known for their viral hit Rollin’.
Linked to feminist discourse in South Korea due to perceived
support for gender equality.

NOT

‘ N번방 ’밝힌 ‘추적단불꽃 ’,
與선대위합류. . . 젠더공약돕는다
The ‘ Tracking Team Fire ’ that
exposed the ‘ Nth Room ’ joins the
ruling party’s election committee...
Helping with gender pledges

N번방을추적해공론화시킨
추적단불꽃을응원합니다.

I support the tracking team Flame
that tracked and publicized
the Nth Room .

Nth Room: A major digital sex crime scandal in South Korea
involving the production and distribution of explicit videos,
including those of minors, through Telegram chatrooms,
sparking nationwide outrage.
Tracking Team Flame: A duo of university student activists,
played a crucial role in exposing the case, leading to law
enforcement action and policy changes on digital sexual crimes.

Cultural
Sentiment

OFF

‘모든국가와우호적관계’. . .
내부는 ‘공포정치’
‘Friendly relations with all countries"
. . . internally ‘politics of fear’

정은이가친구해줄거다.
Jeongeun will be your friend.

‘Jeongeun’ refers to North Korean leader Kim Jong-un.
He is known for ruling North Korea through a regime of
fear and political repression.

NOT

박용진이던진 ‘여성군사훈련’. . .
젠더넘은찬반양론불붙나

Yong-jin Park’s proposal for
‘women’s military training’
ignites debate. . . Will the
controversy further intensify
beyond gender?

남자도 무조건애낳으면

2년육아전담의무화
Men should also be required to

take full responsibility for childcare
for two years unconditionally

if they have a child.

In South Korea’s gender debate, men’s two-year mandatory
military service is often compared to women’s role in childbirth
and the societal expectation of primary childcare responsibility.

Internet
Culture

OFF

[세상읽기]여성+가족부해체
[Reading the World] Dissolution
of the Ministry of Women
and Family

응준비완∼∼∼군캉스 개꿀 ∼∼∼
Yes, ready∼∼∼
Military vacation so sweet ∼∼∼

‘Military vacation’: a sarcastic term combining ‘military’
and ‘vacation,’ used to criticize perceptions that South
Korea’s mandatory military service is easier than it actually is.
‘So sweet’: a slang term where ‘개’ (dog) intensifies
‘꿀’ (sweet), meaning something is very easy or satisfying,
often used humorously or exaggeratedly.

NOT

(재)흑인농부에게쇠사슬에묶여
교육당하는중독자;
(Re) An addict being chained
and forced to receive education
by a Black farmer.

두번째댓글

Second comment

‘Second comment’: a common internet trend in South Korea
where users rush to comment early on articles or posts,
often just to claim a spot. It is typically meaningless and
unrelated to the original post.

Table 7: Example of category labeling and cultural context annotations on KOLD. Label, Context(title), and
Comment is from KOLD. (OFF: offensive, NOT: not offensive, blue : culturally dependent content)

B Pipeline Sample analysis

Full Analysis on the samples used in pipeline in the following table. Chi-square analysis was done to
prove / disprove the null hypothesis(H0): the accuracy of LLM-agree samples is independent of human
agreement on both LLMs-Agree case and LLMs-Disagree case. The discussion on LLMs Agree sample
was done in Section 6.2. For LLMs Agree samples(143 samples), the Chi-square value was 16.2064, and
the p-value was 0.000057(<0.05). Therefore, for the samples that were resolved in step 2(LLMs Agree
samples), the incorrectness is dependent with the difficulty of sample. For LLMs Disagree samples(28
samples), the Chi-square value was 0.0499, with the p-value 0.823218 (>0.05). Therefore, for samples
that reached step 3, the null hypothesis(H0) failed to be rejected.
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LLMs Agree LLMs Disagree
Correct ✓ ✗ ✓ ✗

Human - Agree 91 14 10 6
Human - Disagree 21 17 7 5

Table 8: Analysis of 171 samples from the pipeline exper-
iment. Samples were categorized based on whether the
three LLMs in the second stage of the pipeline reached
unanimous agreement. Each category was further di-
vided by the Human majority voting outcome, assessing
whether it aligned with the golden answers in the KOLD
dataset. Finally, samples were analyzed based on agree-
ment among the three Korean annotators of the KOLD
dataset.

C KOLD Annotators analysis

Figure 3: Histogram showing the accuracy distribution of 1,749 Korean annota-
tors(out of 3,124 Korean annotators, who annotated more than 9 samples) in the
KOLD dataset.

D Prompt

Appendix D.1 describes the prompts utilized to generated annotation. Appendix D.2 is the prompt used
for LLM to classify the offensiveness of the text.

D.1 Prompt for Annotation

This is the prompt selected for annotation generation. It consists of two steps: the RAG step and the
annotation generation step. Together, this entire process represents a Chain-of-Thought (CoT) approach.

D.1.1 RAG-step Prompt

Below is the original prompt used in RAG step, and prompt translated in English. The original prompt
contains both English and Korean. The parts that were originally written in English and hasn’t been
additionally translated are written in blue font.
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Original Prompt

다음기사의제목과댓글에서한국문화나한국의인물,또는한국인터넷밈이포함되어있는
지 확인하고, 그 부분을 인터넷 검색 (web search) 후 관련된 한국 문화나 인물, 인터넷 밈에
대해서인터넷출처와함께알려줘.

Title: {Article text title in Korean}
Comment: {Article text comment in Korean}

Translated Prompt

Check whether the following article’s title and comments include any references to Korean culture,
Korean figures, or Korean internet memes. Then, perform an internet search (web search) on those
parts and provide information about the related Korean culture, figures, or internet memes along
with internet sources.

Title: {Article text title in Korean}
Comment: {Article text comment in Korean}

D.1.2 Annotation Generation-step Prompt

Below is the original prompt used in annotation generation step, and prompt translated in English. The
original prompt contains both English and Korean. The parts that were originally written in English and
hasn’t been additionally translated are written in blue font. The LLM must know the response of the
previous prompt(RAG step prompt) before given the following prompt.

Original Prompt

외국인이이해할수있도록예시처럼영어로간결하게설명해줘.
예시)
Title: ""Suicide bombing at a mosque in northwest Pakistan... ’Over 40 dead’""
Comment: If Dori Dori gets elected, you’ll end up like that.
- ""Dori Dori"": is a nickname used in South Korea to refer to President Yoon Suk-yeol. This
nickname originated from his habit of moving his head side to side during speeches or public
appearances. The term became an internet meme, often used in a political context to mock or
criticize him.
설명은객관적이어야만해. 아래의번역된기사제목과댓글을참고하도록해.
Title: {Article text title in translated in English}
Comment: {Article text comment translated in English}
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Translated Prompt

Explain it concisely in English so that foreigners can understand, like in the example below.
Example)
Title: ""Suicide bombing at a mosque in northwest Pakistan... ’Over 40 dead’""
Comment: If Dori Dori gets elected, you’ll end up like that.
- ""Dori Dori"": is a nickname used in South Korea to refer to President Yoon Suk-yeol. This
nickname originated from his habit of moving his head side to side during speeches or public
appearances. The term became an internet meme, often used in a political context to mock or
criticize him.
The explanation must remain objective. Refer to the translated article title and comments below.
Title: {Article text title translated in English}
Comment: {Article text comment translated in English}

D.2 Offensiveness Classification Prompt

This prompt is used to guide an LLM in evaluating the offensiveness of a given text by utilizing external
information (annotations generated by the prompt in Appendix D.1). This is also the prompt used in the
second stage of the pipeline.

Consider the following definitions.
1. offensive: the text which contains one of the following type:
(a) Word Modification: Instances where offensive language is altered to evade censorship but
remains clearly recognizable as an insult.
(b) Reverse Discrimination Statements: Remarks expressing dissatisfaction with privileges or
benefits attributed to a particular group, while portraying the speaker’s group as a victim of
discrimination.
(c) Incitement of Violence: Statements that incite or support violence or hate groups.
(d) Derogatory Remarks: Statements that imply or state that a particular group or individual is
inferior to others. This includes dehumanizing language, such as comparing people to animals,
insects, objects, etc.
(e) Satire: Statements that use sarcasm, humor, or satire to attack a particular group or individual.
(f) Stereotyping / Fact Distortion: Statements associating a specific group with negative attributes,
like murder or terrorism, or delivering unsubstantiated and negatively distorted information about
a specific group.
2. normal: the text which is not offensive and adheres to social norms.
Classify the post delimited by two backticks as offensive and normal. It is a Korean-written corpus
translated in English. Refer to the annotation in your decision.
If it is offensive, span the parts(sentence, phrase or word) which you think it is offensive.
Example output for offensive :
Offensiveness : True
Span : [span]
Example output for normal :
Offensiveness : False
‘Title: {Article text title translated in English}
Comment: {Article text comment translated in English} ‘
Annotation:
{Annotation generated by the prompt in Appendix D.1}
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E Annotation Generation Example

The following is an example of the generated annotation. The given title and comments are as follows:

Title (KOR): [SNS세상] ""노래할땐사투리안쓰냐고?. . .지방말투차별마세요""
Comment (KOR):무까끼하이
Title (ENG): [SNS World] ""Don’t you speak dialect when you sing?... Don’t discriminate against
regional accents""
Comment (ENG): Mukakki high

E.1 Response of RAG-step prompt
This is the response of the LLM after the RAG-step Prompt in Appendix D.1.1. Since the original prompt
is written mostly in Korean, and the given input title and comment is in Korean, the output response of the
LLM is also in Korean. Therefore, the translated response is also given below. The parts that were
originally written in English and hasn’t been additionally translated are written in blue font.

Original Response

제목과 댓글에서 한국 문화와 관련된 요소를 확인한 결과, 댓글에 ’무까끼하이’라는 표현이
등장합니다. ’무까끼하이’는경상도사투리로 ’무식하게’라는의미를지니며,힙합듀오메타
와 렉스(Meta & Wreckx)의 곡 제목이기도 합니다. 이 곡은 음악 산업에서 돈만을 추구하는
이들을비판하는내용을담고있으며,전체가사가경상도사투리로구성되어있습니다. (출처:
마니아DB)
또한, 이곡은 2012년한국대중음악상에서최우수랩&힙합노래부문을수상하며그가치를
인정받았습니다. (출처: KOREAN MUSIC AWARDS)
이처럼 ’무까끼하이’는한국힙합문화에서사투리의독특한표현을활용한사례로,음악산업
에대한비판적시각을담고있어한국대중음악사에서의미있는작품으로평가받고있습니다.

Translated Response

As a result of checking the title and comments for elements related to Korean culture, the comment
includes the phrase ’Mukakki High.’ ’Mukakki High’ is a phrase from the Gyeongsang-do dialect
meaning ’recklessly’ or ’ignorantly.’ It is also the title of a song by the hip-hop duo Meta and
Wreckx(Meta & Wreckx). The song criticizes those in the music industry who pursue money
above all else, and its entire lyrics are written in the Gyeongsang-do dialect. (Source: ManiaDB)
Furthermore, this song was recognized for its value by winning the Best Rap & Hip-Hop Song
award at the 2012 Korean Music Awards. (Source: Korean Music Awards)
In this way, ’Mukakki High’ is an example of utilizing unique expressions from regional dialects
in Korean hip-hop culture. It conveys a critical perspective on the music industry and is regarded
as a significant work in the history of Korean popular music.

E.2 Response of annotation generation-step prompt
This is the response of the LLM after the annotation generation step prompt in Appendix D.1.2. This
prompt asks to generate annotation in English, therefore the original response is in English.

Title: [SNS World] "Don’t you speak dialect when you sing?... Don’t discriminate against regional
accents"
Comment: Mukakki high
"Mukakki high": This phrase originates from a regional dialect in South Korea, specifically the
Gyeongsang Province dialect, meaning "recklessly" or "brashly." It gained popularity through
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a song by the South Korean hip-hop duo Meta & Wreckx titled "Mukakki High," which uses
Gyeongsang dialect throughout its lyrics. The song criticizes the greed-driven nature of the music
industry and became a cultural reference in Korean hip-hop.

F LLM Offensiveness Classification Example

The following is an example of the classification response. The given title, comments, generated
annotations, and the golden answer are as follows:

Title (KOR): [자막뉴스] ’노마스크’백인남성에 "마트에서나가라"본때보여준한인들 / JTBC
News
Comment (KOR):하다하다이런걸로국뽕질이네
Title (ENG): [Subtitled News] Koreans Teach a Lesson to "No Mask" White Man with "Get Out
of the Store" / JTBC News
Comment (ENG): Doing this kind of thing out of extreme national pride, seriously.
Annotation (ENG):

"Extreme national pride (국뽕)": This term is a Korean internet slang combining
"nation" and "methamphetamine," used to mock or criticize excessive patriotism or
over-the-top national pride. It implies being overly proud of one’s country to the point of
irrationality or exaggeration. The term is popular in online discussions in South Korea,
often appearing in contexts where people feel certain actions or statements are driven by
undue nationalistic sentiment.

Offensive? : TRUE

This is the response provided by the LLM when tasked with classifying the offensiveness of a post. The
classification was conducted using external information (generated annotations), as outlined in the prompt
included in Appendix D.2.

Offensiveness : True
Span : ["Doing this kind of thing out of extreme national pride"]
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