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Abstract

Large language models (LLMs) have the poten-
tial of being useful tools that can automate tasks
and assist humans. However, these models are
more fluent in English and more aligned with
Western cultures, norms, and values. Arabic-
specific LLMs are being developed to better
capture the nuances of the Arabic language,
as well as the views of the Arabs. Yet, Arabs
are sometimes assumed to share the same cul-
ture. In this position paper, I discuss the limi-
tations of this assumption and provide prelimi-
nary thoughts for how to build systems that can
better represent the cultural diversity within
the Arab world. The invalidity of the cultural
homogeneity assumption might seem obvious,
yet, it is widely-adopted in developing multilin-
gual and Arabic-specific LLMs. I hope that this
paper will encourage the NLP community to be
considerate of the cultural diversity within vari-
ous communities speaking the same language.

1 Introduction

Even in the global world we live in, people residing
in different parts of the world nourish different
ideas, have different interests, and face different
challenges. These differences can be too extreme
to the extent that people could be considered to be
living in totally distinct worlds (Sapir, 1929, p. 209
as cited in Bird, 2024, p. 3). For instance, Kirk
et al. (2024) found that US participants questioned
Large Language Models (LLMs) about abortion
more than non-US ones. People from different
regions can also have different perceptions of the
same topic, as exemplified by English speakers
from the US, UK, Singapore, Kenya, and South
Africa disagreeing on what counts as Hate Speech
(Lee et al., 2024). All these differences could be
attributed to the cultural diversity among various
communities across the world.

A major step in developing the current LLMs
is aligning their responses to the users’ needs.

With the popularized one-model-fits-all paradigm,
it is challenging to build models that can produce
personalized responses that appeal to people of
different demographics (Kirk et al., 2024). Cur-
rent models tend to generate responses that bet-
ter match the expectations of Western users (Cao
et al., 2023; Naous et al., 2024; Wang et al., 2024;
AlKhamissi et al., 2024; Ryan et al., 2024; Mihal-
cea et al., 2024). Moreover, the views of Arabs—
one group of many underrepresented non-Western
communities—tend to be ignored,1 sometimes un-
consciously and other times with deliberate intent,
putting people of these communities at a higher risk
of discrimination (Alimardani and Elswah, 2021;
Shahid and Vashistha, 2023; Magdy et al., 2025).

Arabic is privileged by having (a) a community
of Arab NLP experts (Habash and Vogel, 2014;
Habash et al., 2015, 2017; El-Hajj et al., 2019; Zi-
touni et al., 2020; Habash et al., 2021; Bouamor
et al., 2022; Sawaf et al., 2023; Habash et al.,
2024; Al-Khalifa et al., 2020, 2022, 2024; El-Haj
et al., 2019; Ezzini et al., 2025), and (b) interest
backed by funding from some Arab countries to
build Arabic-focused models that serve its speak-
ers. Jais (Sengupta et al., 2023), AceGPT (Huang
et al., 2024), Allam (Bari et al., 2024), and Fanar
(Fanar Team et al., 2025) are Arabic-centric LLMs
developed in 2023 and 2024. While earlier models
like Jais focused on better modeling the linguistic
features of Arabic, AceGPT, ALLaM, and Fanar
are marketed as models that better align to the Ara-
bic/Arab Culture.

It is well-known that local varieties of Dialectal
Arabic (DA) exist in different Arabic-speaking re-
gions, in addition to a standardized variety (MSA)

1Despite the attempt of curating model alignment data
from different multi-cultural demographics, the PRISM Align-
ment dataset (Kirk et al., 2024) had only 51 participants (out
of 1,500) who reported that they reside in the Middle East, out
of which 47 reside in Israel, 2 in Turkey, and 1 in each of Su-
dan and Kuwait. Moreover, only 14 participants self-reported
themselves as Middle Eastern/ Arab.
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2.2 Culture areas and concept spaces

Culture areas are geographical regions where we
find substantial cultural similarities in the midst of
linguistic diversity, due to shared geography and
long-term contact (Fig. 2(a); Voegelin and Voegelin
1964; Newman 1971). Traditional practices, cere-
monies, and material culture are often shared across
a culture area, with the result that many concepts
are only lexicalised within that area (Babaii et al.,
2020). “The worlds in which different societies
live are distinct worlds, not merely the same world
with different labels attached” (Sapir 1929, p209,
cited in Hinton 2022, p60). When we transit to
a new culture, many concepts are difficult to map
(Wierzbicka, 1992; Evans and Sasse, 2007; Liu
et al., 2021; Hershcovich et al., 2022a). The limited
overlap of lexicon, semantics, and genre between
oral societies and the western monoculture presents
a stumbling block for machine translation.

This issue is pervasive. For example, consider
the concept of language itself, locally considered
and collectively enacted as a social practice vs the
western notion of language as “an object isolated
from interaction” (Fig. 2(b); Hermes et al. 2022,
p63). In the intercultural space, translation requires
exegesis (Woodbury, 2007; Lowell et al., 2021),
exceeding what we can learn from parallel texts
which “only address standardized, universal stories,
and fail to explore what is culture-specific” (Evans
and Sasse, 2007, p71).

(a) Culture Areas: Zones of high cultural overlap due to shared
geography and long-term contact (Source: VividMaps)

(b) Semantic Spaces: putative translational equivalents like
‘kunwok’ language have culturally bounded meanings

Figure 2: Culture areas as the basis for distinct semantic
spaces, an alternative to a universal concept space

2.3 Three waves of NLP

First Wave NLP (1960s–1990s) consisted of rule-
based approaches, within an epistemology of
language as bounded lexico-grammatical code.
Second Wave NLP (1990s–) has been characterised
by statistical approaches, within an epistemology
of language as sequence data.

In the first wave, we have responded to the chal-
lenge of linguistic diversity with linguistic software
and grammar engineering (e.g. Lawler and Aris-
tar Dry, 1998; Nirenburg, 2009). In the second
wave, we have adapted machine learning methods
to progressively smaller datasets (e.g. Besacier et al.
2006, 2014; Adda et al. 2016; see also Figs. 7, 8).

Despite their manifold successes, the limitations
of both approaches are revealed in the way that
manipulating forms never finally accesses mean-
ings. The chatbots of the 2020s, as in the 1960s,
miss out on the world (Weizenbaum, 1966; Mc-
Dermott, 1976; Strauß, 2018; Natale, 2019; Bender
and Hanna, 2023). Their popularity owes much to
the Eliza Effect, a linguistic correlate of pareidolia,
the human habit of seeing faces in clouds.

Second Wave NLP has become unsustainable
(Hershcovich et al., 2022b; Morreale et al., 2023).
Scraping data has violated data sovereignty (Walter
and Suina, 2019; Mahelona et al., 2023). There
is no onward trajectory to language understanding
(Bender and Koller, 2020; Ghassemi et al., 2023;
Church, 2024; Messeri and Crockett, 2024). Has
Second Wave NLP run its course?

How might we get started with an NLP that
embraced language as a situated and embodied
social practice? We could move on from the lin-
ear, Shannon-Weaver model of communication to
one which allows for the co-construction of mean-
ing, and which sees communication and relation-
ships as mutually constituted (Littlejohn and Foss,
2009, p177). We could take seriously the purpose
of language for sustaining relationships (Eades
2013, p62; Hermes et al. 2022, p62). We could
respect other relationships, such as the speech
community’s ownership of language (Martinez,
2000; Ting, 2023), and the Country’s embedding
of language (Basso, 1996; Steffensen, 2019; Hin-
ton, 2022). We could build ethical practices on
relationality (Taylor et al., 2019; Birhane, 2021;
Ògúnrè.mí et al., 2023; Schwartz, 2022; Carpen-
ter et al., 2024; Bird and Yibarbuk, 2024; Cooper
et al., 2024; Markl et al., 2024). But to make this
concrete, we begin with stories from a place.

Figure 1: A visualization of the areas with substantial
cultural similarities as in (Bird, 2024, p. 3). Arabic
speakers (green color) are grouped into a single region.

that is generally perceived as a shared variety
across the Arabic-speaking communities. (Habash,
2010). These dialectal varieties are a manifestation
of the cultural differences that exist within the Arab
world. However, the notion of a single Arabic Cul-
ture only focuses on the shared values and norms
among the Arabs, marginalizing any regional dif-
ferences between them. In this position paper, I
discuss the idea of assuming a single Arabic cul-
ture, demonstrating how the community generally
adopts it, and providing preliminary thoughts for
how to better model with cultural nuances within
the Arab world.

2 Arabs - a Single or Multiple Cultures?

Given the similarities between the Arabic speakers,
they are sometimes grouped into a single region
of high cultural overlap (e.g., Figure 1). However,
the assumption that they share the same culture
could be simplistic. Conceptually, there are mul-
tiple ways to define who an Arab is. A broader
definition is that anyone having Arabic as their na-
tive language is an Arab. Accordingly, there are
more than 420 million Arabs distributed across the
Arab region (Bergman and Diab, 2022), a large
proportion of which reside in North Africa and
the Arabian peninsula. I discuss two contrasting
extreme views of the Arabic culture:2

2These contrasting views are manifested in the Wikipedia
articles for 
r� (Arab), in which the MSA and the Moroccan
Arabic versions are more representative of the first view,
while the Egyptian Arabic version link the Arabs to the Gulf
and Levantine countries while excluding Egypt and the other
North African countries. Note: The links to 
r� (Arab)
article in MSA, Moroccan and Egyptian Arabic respectively:
ar.wikipedia.org/wiki/%D8%B9%D8%B1%D8%A8,
ary.wikipedia.org/wiki/%D9%84%D8%B9%D8%B1%D8%A8,
arz.wikipedia.org/wiki/%D8%B9%D8%B1%D8%A8

View #1 - One Culture Arab nationalism is an
ideology that started to gain traction in the 20th

century, with the goal of unifying the Arab coun-
tries under a single goal, fostering economic co-
operation between them. Moreover, Islam—as the
majority religion in the Arab world— discourages
tribalism and encourages a sense of unity.3

View #2 - Multiple Unrelated Cultures A
contrasting ideology fosters the notion of local
national identities, focusing on what makes these
identities different from other Arab nations. Adap-
tors of this ideology can even avoid self-identifying
as Arab, attempting to disassociate their national
identity from Arabs and linking themselves with
ancient pre-Islamic civilizations that existed in
the Arab world like Ancient Egyptians, Assyrians,
Babylonians, and Amazighs.

It is worth mentioning that the distinction be-
tween Arabic Culture and Arab Culture in English—
the former linking the culture to the Arabic lan-
guage, while the latter links it to Arabs—does not
exist in Arabic, as both are termed Ty�r`�� T�Aq���. This
might be subconsciously influencing the Arabs’
perception of the two terms/concepts.

3 How is the Arabic Culture Currently
Represented?

On surveying more than 90 papers related to cul-
tural representation in LLMs, Adilazuarda et al.
(2024) found that none of the papers explicitly
mention how they operationalize the concept of
a culture. The same issue applies to how culture
is discussed by the Arabic NLP community, which
might make it hard to assess how the produced
artifacts (i.e., models and datasets) are culturally
representative.4 Hence, I taxonomize the datasets
into three different categories according to their
intended use as follows:

Classical Task-specific Datasets The commu-
nity widely acknowledges the presence of differ-
ent varieties of DA, with many datasets having
samples from multiple dialects to model this lin-
guistic variation (Mubarak et al., 2017; Alsarsour

3Christianity is another religion that is adopted by a signif-
icant minority of Arabs (e.g., in Lebanon and Egypt). More-
over, Arab Jews used to be a vital part of Arab societies until
the 20th century (Atta, 2023), and are still a minority in some
countries like Morocco.

4Notably, AlKhamissi et al. (2024) provide a comprehen-
sive discussion of what a culture is.
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English Translation Arabic

Instruction Suggest men’s clothing for a family gathering ¨l¶A� �Amt�� 	FAn� Ty�A�C H�®� �rt��

Choice (A) Casual pants and a T-shirt �ryKy�¤ ��w�A�  wlWn�
Choice (B) Shorts and a polo shirt w�w� �ryKy�¤ �CwJ
Choice (C) Formal shirt and pants ¨mFC  wlWn�¤ Pym�
Choice (D) Jellabiya and ghutra ­rt�¤ Ty�®�

Answer Choice (D)

Instruction I ate Kabsa using ��d�tFA� Tsbk�� 
l��

Choice (A) a fork T�wK��
Choice (B) a spoon Tq`lm��
Choice (C) my hand ©d§
Choice (D) a knife �yks��

Answer Choice (C)

Table 1: Two cherry-picked examples of edited instructions with multiple choices from CIDAR-MCQ-100. While
the gold-standard answers are indeed relevant to some Arab countries (mostly some Gulf countries), they are not
correct for other countries. Note: I provide the English translations for clarity.

et al., 2018; Ousidhoum et al., 2019; Chowdhury
et al., 2020; Abu Farha and Magdy, 2020; Altur-
ayeif et al., 2022). Given that dialects are signs
of cultural diversity (Falck et al., 2012 as cited
in Singh et al., 2024), this implies that such di-
versity might be modeled in the datasets. When
the dialects spoken by the samples’ authors are
unknown, it is a common practice to randomly
route these samples to annotators who could be
speaking dialects other than the samples’ dialects.
This assumes that Arabic is a monolith language,
and disregards the cultural differences between its
speakers.5

Two independent papers found that Arabic-
speaking annotators are harsher in labeling hate
speech (Bergman and Diab, 2022), and less capa-
ble of identifying sarcasm (Abu Farha and Magdy,
2022), on annotating samples written in dialects
that the annotators do not speak. On analyzing
15 publicly available datasets covering 5 different
tasks, and having samples from multiple dialects
that were randomly routed to annotators, Keleg
et al. (2024) found that the interannotator agree-
ment scores decreased as the level of dialectness of

5On analyzing the errors of a hate-speech detection model,
Keleg et al. (2020) found two Egyptian Arabic quotes from
films that were used sarcastically, yet labeled as hate speech.
They attributed such mislabeling to missing context and a lack
of knowledge of these films. However, they still assumed that
quoting films is part of the Arabic Culture when the two men-
tioned samples were in Egyptian Arabic. It is unclear whether
this is only specific to the culture of some communities in
Egypt, or it extends to communities in other Arab countries.
Hence, the authors might have been assuming higher assimi-
lation among the Arab countries, without providing evidence
for that.

the samples increased. The lack of full mutual intel-
ligibility between varieties of DA could be a reason
for this drop. However, cultural nuances form an-
other plausible cause. Building on these findings,
it is hoped that the Arabic NLP community will be
more mindful in assigning dataset samples to anno-
tators who understand their linguistic and cultural
nuances.

Less Subjective Culture Understanding Bench-
marks Country-level sample curation was used
to allow for capturing the cultural diversity in the
Arab world. Two benchmarks curate images for
culturally related concepts like: food, customs, and
landmarks for specific countries. CVQA (Romero
et al., 2024) has about 300 images related to Egypt,
that were manually curated and are accompanied
by QA pairs. Conversely, Henna (Alwajih et al.,
2024) has 10 images from each of 11 Arab coun-
tries, accompanied by automatically generated im-
age captions.

Similarly, ArabicMMLU (Koto et al., 2024) con-
sists of multiple-choice questions (MCQs) in MSA
covering different subjects, that were sourced from
the school exams of 8 different Arab countries.6

AraDICE-Culture (Mousi et al., 2025) has 180
MCQs from 6 different Arab countries (30 each)
that were manually curated. The questions span
various categories like: public holidays, and geog-
raphy. DLAMA (Arab-West) (Keleg and Magdy,
2023) has Wikidata factual triplets from 20 pred-
icates, equally balanced between Arab countries

6ArabicMMLU’s authors acknowledge the data is not
equally representative of the different countries.
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and a comparable set of Western countries. The
most culturally prominent triplets are selected us-
ing the length of their subjects’/objects’ respective
Wikipedia pages as a proxy. Cultural ArabicMTEB
(Bhatia et al., 2024) contains 1,000 queries auto-
matically synthesized using Command-R+ from
Wikipedia articles related to multiple categories
such as: history, local movies, and food items
for 20 different Arab countries. Lastly, BLEnD
(Myung et al., 2024) has 1,000 MCQs about every-
day knowledge of the cultures existing in Algeria.

Values Alignment Datasets Surprisingly, all
Arabic-specific LLMs but ALLaM and Fa-
nar perform alignment only using Supervised
Fine-Tuning (SFT), with datasets that are ei-
ther machine-translated or repurposed from task-
specific datasets.

CIDAR (Alyafeai et al., 2024) is the first open
Arabic instruction-tuning dataset composed of man-
ually localized instruction/output pairs, edited by
speakers of different varieties of Arabic.7 While
the authors focused on localizing person names
and country names in the dataset to Arabic ones,
which makes most of them culturally representa-
tive, few outputs are still biased by the annotator’s
views/country of origin, as exemplified in Table 1.

This issue is much more prominent in the Ara-
bic Cultural Value Alignment (ACVA) benchmark
(Huang et al., 2024), which is introduced to eval-
uate the alignment of different LLMs to the Ara-
bic Culture (Huang et al., 2024; Bari et al., 2024).
The benchmark has over 8,000 binary true/false
statements that are automatically generated us-
ing GPT-Turbo, which was instructed to syn-
thesize statements related to 50 different topics.
Some of these topics are highly subjective/country-
dependent such as: Arabic Clothing, Mindset, Spe-
cial Expression, Daily Life, and Influence from
Islam. Figure 2 lists two examples of non-inclusive
statements, which are a result of assuming a single
homogenous Arabic culture.

4 Recommendations

In this section, I suppose that the goal of building
Arabic-specific LLMs is to have models that truly
represent the views of Arabic speakers from dif-
ferent regions. Following the discussion and the
examples in §3, it is clear that assuming a single

7CIDAR’s creators acknowledge that the responses could
be biased by the views of the different dataset contributors.

An example statement for Communications:
.�Ahy�Ak�� ¨� A¾A`� xwl��� ºAsn��¤ �A�rl� �km§ ,Ty�r`�� T�Aq��� ¨�
In the Arabic culture, men and women can sit together in
cafes.

Verdict: False (�W�).

An example statement for Influnce From Islam:
.Ty�Aq��� �ht§w¡ �� �z�t§ ¯ A¾ºz� �®F³�  ¤rbt`§ 
r`��
Arabs consider Islam an integral part of their cultural iden-
tity.

Verdict: True (�}).

Figure 2: Two statements from the ACVA benchmark
showcasing misrepresentation of the cultural nuances
within the Arab world. The first statement expects gen-
der segregation in public spaces, which is not generaliz-
able to all Arab countries. The second one assumes that
all Arabs are Muslims and that all Muslims hold Islam
as an integral part of their identity. Adding a quantifier
like “
r`�� �\`� (Most Arabs)” would make the state-
ment more precise and less controversial.

Arabic culture is not inclusive of the cultural diver-
sity within the Arab world. Acknowledging this
diversity does not necessarily negate any cultural
similarities between the Arabic speakers. In con-
trast, it provides a more inclusive view of them.

While Arabic-specific models have the poten-
tial of better representing the Arabic speakers, it is
unclear if they could currently model the cultural
diversity among them. Without concrete evidence,
assuming these models would by default better rep-
resent the “Arabic culture” could be an overclaim.

I am sharing some preliminary thoughts for four
steps that could help in the process of building
culturally-representative models:

Step #1 - Improving the Diversity of the Re-
search Teams A first step is to ensure that the
research teams responsible for building the mod-
els are representative of the different regions of
the Arab World. Moreover, wider collaborations
among different members of the research commu-
nity need to be encouraged and should be fostered.

Step #2 - Understanding the Topics of Interest
of the Speakers across the Arab World Many
AI systems are developed without a clear vision
of what they solve and how they would serve the
needs of their users (Mihalcea et al., 2024). Given
that people from different regions engage differ-
ently with LLMs (Kirk et al., 2024), we should start
identifying the topics of interest of Arabic speakers
from different regions, especially that their views
were excluded in building the PRISM dataset (Kirk
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et al., 2024) on which the aforementioned finding
is based. While this step could be challenging, it
is crucial for us as researchers to understand the
needs of the communities that we would hope to
serve. This process could also benefit from con-
sulting (1) the rich anthropological literature that
studied the cultures of Arabic speakers (e.g., Deeb
and Winegar, 2012), and (2) the recommendations
from the Human-Computer Interaction (HCI) field
for designing surveys and tools to understand the
Arabic speakers’ needs.

If we continue to ignore Step #2, our models
will continue to be developed based on the assump-
tions and the limited views of the responsible re-
search teams. An example of these assumptions
is the belief that religious topics hold significant
interest throughout the entire Arab world. Instead
of acting upon this belief, we need to first under-
stand whether Arabic speakers from different re-
gions would indeed want to rely on LLMs in these
sensitive topics/contexts. Doing so would allow for
identifying the contexts in which the LLMs should
engage in religious topics, if any, which in turn
could help in controlling the dangers of shipping
public-facing models that engage in religious dis-
cussions (Keleg and Magdy, 2022; Alyafeai et al.,
2024).

Step #3 - Identifying the Languages/Varieties
that Arabic Speakers Use on Engaging with
Technologies On adapting the ArabicMMLU
dataset to Moroccan Arabic (also known as Mo-
roccan Darija), Shang et al. (2024) discarded the
samples that they deemed as “too technical” and
“beyond the user’s needs” for an LLM that gener-
ates responses in Darija. This again indicates that
researchers have some preconceived assumptions
on the users’ needs and the language varieties they
would generally use to engage with the different
technological systems.

In order to determine the language or variety
that Arabic speakers would use when interacting
with technology, we can first draw insights from
the lessons of Blaschke et al.’s (2024) study, which
analyzed the German users’ preferences for having
their local varieties supported as inputs or outputs
of different language technologies such as virtual
assistants and machine-translation systems.

However, the new study needs to also acknowl-
edge that a non-negligible portion of the Arabic
speakers in some regions are bilingual. Hence, En-
glish and French can be more preferred in different

regions over using Standard Arabic or the regional
local variety of Arabic to interact with technology
in specific contexts. More specifically, it is con-
ceivable that the same Arabic speaker would prefer
using Standard Arabic, their local variety of Arabic,
and English or French in different contexts. Iden-
tifying these preferences and their contexts would
enhance the design and development of models that
genuinely serve the targeted speaking communities.

Step #4 - Collecting More Inclusive Alignment
Data There is a clear need for collecting align-
ment and preference data to improve the Arabic-
specific LLMs. While the lack of available data
poses a challenge, we need to ensure that the cul-
tural diversity between the Arabic speakers is rep-
resented. Otherwise, there would be a great risk
that these LLMs are only aligned to specific Arabic-
speaking communities.

5 Conclusion

Alignment to the needs of users is a challenging
task, given the diverse and sometimes contrasting
views they hold. I explain how the Arabic culture
is discussed and modeled in the different datasets,
highlighting potential issues arising from the com-
mon assumption that Arabs share the same culture,
which marginalizes the cultural nuances and diver-
sity within the Arab world. Despite the presence
of lots of common norms and values in the Arab
world, each region has its manifestation of these
norms, and its unique cultural heritage and differ-
ences that need to be taken into consideration.

The increasing interest in building Arabic-
specific LLMs provides a great opportunity to in-
vestigate how to build models that do not over-
simplify the needs of marginalized non-Western
communities. I hope that this paper will encourage
further discussions and debates, especially among
researchers interested in building better models that
serve the needs of the Arabic speakers, and other
marginalized communities.

Limitations

I hope that a better understanding of the needs
of the Arabs from diverse regions across the Arab
World would allow for designing and building mod-
els that are more suited to their needs. However, I
acknowledge that the provided recommendations
need to be further studied and carefully executed.
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