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Abstract

The annotation of large text corpora is essential
for many tasks. We present here a large auto-
matically annotated corpus for French. This
corpus is divided into two parts: the first from
BigScience, and the second from HPLT. The
annotated documents from HPLT were selected
in order to optimise the lexical diversity of the
final corpus SELEXINI. An analysis of the im-
pact of this selection was carried out on syn-
tactic diversity, as well as on the quality of the
new words resulting from the HPLT part of
SELEXINI. We have shown that despite the
introduction of interesting new words, the texts
extracted from HPLT are very noisy. Further-
more, increasing lexical diversity did not in-
crease syntactic diversity.

1 Introduction

Morphosyntactic treebanks are cornerstones of
grammar induction (Zhu et al., 2020) and of mor-
phosyntactic parsing, whether in monoligual (Dary
et al., 2022), multilingual (Straka, 2018) or cross-
lingual (Glavaš and Vulić, 2021) contexts. They
help to probe language models for linguistic knowl-
edge possibly encoded therein (Shen et al., 2023),
and for challenges, e.g. related to syntactic con-
structions, which these models might fail to ap-
propriately address (Bonial and Tayyar Madabushi,
2024).

Treebanks are also fundamental resources in re-
search on language. They enable studying linguis-
tic properties within or across languages (Levshina
et al., 2023), examining the appropriateness of lan-
guage universals (Brosa-Rodríguez and Kahane,
2024), formalising and searching for complex phe-
nomena such as constructions (Weissweiler et al.,
2024a) or documenting low-resourced and endan-
gered languages and dialects (Pugh and Tyers,
2024), inter alia.

For some of such research questions, manually
annotated treebanks are not enough to check gen-

eralisations and touch upon long-tail phenomena
(Sheinfux et al., 2019). In such cases, corpora auto-
matically annotated for morphology (Baroni et al.,
2009) and/or syntax (van Noord et al., 2013; Gin-
ter et al., 2013) are used (Schneider, 2011; Bloem
et al., 2014).

Our objective is to build such a morphosyntacti-
cally parsed corpus for French which would fulfill
two conditions. First, it should be large but man-
ageable, i.e. its parsing, storage and maintenance
cost should not be prohibitive. Second, it should
still have sufficient lexical and syntactic diversity
to serve studies in which long-tail phenomena play
important roles, such as frame induction (Qasem-
iZadeh et al., 2019), identification of multiword
expressions (MWEs) unseen in manually annotated
corpora (Ramisch et al., 2020), probing language
models for rare but interesting syntactic phenom-
ena (Misra and Mahowald, 2024; Weissweiler et al.,
2024b), etc.

To this aim, we use two very large raw corpora:
BigScience (Laurençon et al., 2022) and HPLT
(High Performance Language Technologies)
(De Gibert et al., 2024). We select a clean sub-
set of BigScience and we extend it with fragments
of HPLT sampled so as to increase the diversity
of the whole resulting corpus, henceforth called
SELEXINI1.

Even if both lexical and syntactic diversity are
of interest for us, the latter requires pre-existing
syntactic annotation, which is prohibitive with a
corpus as large as HPLT. Therefore, for data sam-
pling we only use lexical diversity, formally defined
as entropy over word types. This sampling strat-
egy likely also has an impact on syntactic diversity,
and more generally on the Zipfian distribution of
the corpus, as new words and syntactic structures
are added and the pre-existing ones change their
frequencies. In this context, our research questions

1http://hdl.handle.net/11234/1-5822
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are:

Q1 How does data sampling driven by lexical di-
versity influence the syntactic diversity of the
corpus?

Q2 What are the resulting quantitative and quali-
tative properties of the corpus in terms of its
Zipfian distribution?

Q1 and Q2 are studied in a comparative context.
Namely, we compare BigScience and two extracts
of HPLT: one sampled by diversity and another
random.

The paper is organized as follows. We briefly
discuss related work on French syntactic treebanks
(Section 2). We define the diversity measures used
for data sampling and corpus comparison (Section
3). We describe the guiding principles (Section 4)
used in the corpus construction, as well as the
source data (Section 5), their sampling (Section 5.3)
and parsing (Section 6). We perform a compara-
tive analysis of two parts of the resulting corpus
(Section 7). We finally discuss the limitations of
our approach (Section 8) and the conclusions (Sec-
tion 9).

2 Related work

In dependency syntax, two annotation schemas
come with large manually annotated treebanks for
French. Historically the FTB-dep schema is a
French-specific dependency schema, defined as the
result of automatic conversion (Candito et al., 2010)
of the 18k phrase-structure trees of the French Tree-
bank (Abeillé et al., 2003). An out-of-domain addi-
tional corpus of 3k sentences (the Sequoia corpus
(Candito and Seddah, 2012)) is also available in
this schema. Then, treebanks of various genres
were either annotated under or converted to the
Universal Dependencies (UD) schema (Nivre et al.,
2020), for a total of 29,735 sentences in UD version
2.15. Concerning available large annotated French
corpora, the web-based 1.6 billion token corpus
frWac2 was automatically POS-tagged. Avail-
able syntactically parsed corpora are either much
smaller (a 150 million token regional news cor-
pus (Seddah et al., 2012)) or mono-genre (parsed
French Wikipedia distributed for the CoNLL 2017
shared task3).

2https://wacky.sslmit.unibo.it/doku.php?id=
corpora

3https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-1989

This shows that no currently existing openly
available and morphosyntactically parsed resource
is large and diverse enough to serve our needs.

3 Diversity measures

Inspired by formal approaches to diversity (Rényi,
1961; Chao et al., 2014; Morales et al., 2020), we
consider it to be a property of populations/systems
(here: datasets) whose elements can be apportioned
into categories. For lexical diversity, we define cat-
egories as word types and elements as their occur-
rences in the dataset. For instance, the toy corpus
with one sentence from Figure 1(a) contains 8 ele-
ments, each one belonging to a different category.

For syntactic diversity, we understand categories
as complete syntactic subtrees (where for each node
all its children nodes are also included), containing
only POS labels and dependency relations. Ele-
ments are occurrences of these subtrees in the cor-
pus. Figure 1(b) shows a sample category with two
elements in Figure 1(a), highlighted in blue. Fig-
ure 1(c) contains another category which does not
occur in Figure 1(a), although y and jouent match
the tree fragment in Figure 1(c). This is because the
category enrooted in V has to contain all children
of V . With this understanding of categories, the
example in Figure 1(a) has 5 categories (leaves D,
A and PRO, and 2 non-trivial subtrees enrooted
in NC and in V ) and 8 elements (one per word).

Once elements and categories are defined, diver-
sity can be measures along 3 dimensions: variety
(which deals with the number of categories), bal-
ance (which tackles how even the distribution of
elements into categories is) and disparity (which
aggregates pairwise distances between categories).
Many diversity measures were proposed in the past,
especially in ecology, and most of them are hybrids
between at least two of those dimensions. One of
them is richness, i.e. simply the number of cat-
egories n, which is a pure variety. Another one
is entropy (Shannon and Weaver, 1949), defined
by (1), which is a hybrid between variety and bal-
ance, where ∆n = {p1, ..., pn} is the distribution
of categories. We will use Hlex and Hsyn to refer
to entropy over word types and syntactic subtrees,
respectively, as defined above.

H (∆n) = −
n∑

i=1

pi logb (pi) (1)

In natural language data Zipfian distributions,
defined by (2), and their generalisations – Zipf-

https://wacky.sslmit.unibo.it/doku.php?id=corpora
https://wacky.sslmit.unibo.it/doku.php?id=corpora
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-1989
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-1989
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(a)
Les fonds structurels y jouent un rôle important
D NC A PRO V D NC A
The funds structural there play a role important

det mod

root
suj

mod

obj
det mod

(b)
D NC A

det mod

(c)
PRO V

mod

Figure 1: (a) A simplified syntactic tree in FTB-dep schema: The structural funds play an important role there; (b)
a syntactic category with its two elements highlighted in (a); (c) a syntactic category not occurring in (a), despite the
subtree overlap in y jouent.

Mandelbrot distributions, defined by (3)4 – are per-
vasive. The inverse of their curvature parameter −s
can be considered a good balance measure (Lion-
Bouton et al., 2022), as it achieves its maximum
with s = 0, i.e. with a perfectly uniform distribu-
tion, and diminishes when the curvature grows (i.e.
the data are more and more unbalanced).

Zs,n(x) =

(
xs

n∑
i=1

i−s

)−1

(2)

Zq
s,n(x) = (x+ q)−s

(
n∑

i=1

(i+ q)−s

)−1

(3)

4 Best practices in corpus construction

There are several best practice recommendations
when it comes to creating corpora. The work of
(De Pauw, 2006) motivated a number of choices
for the construction of this corpus.

Retrieving the data with their context makes it
possible to analyse the corpus in more detail. It
will be easier to understand to whom ‘she’ or ‘he’
refers in a text if we have the text that precedes this
sentence. For this, the two corpora on which we are
relying (BigScience and HPLT) are ideal because
they contain complete documents, which we then
segment into sentences.

The data collected must match as closely as pos-
sible the language studied (Biber, 1993) in order to
obtain a certain level of representativeness. This
question of representativeness is explored when
selecting diversified data. However, the homogene-
ity of the data must not be sacrificed for the sake
of diversity. This is why we separate data from
the two original corpora (HPLT and BigScience),
which are very different in their respective genres
(web crawls on the one hand, and parliamentary
and Wikipedia texts on the other).

In order for the corpus to be reusable by the com-
munity, it is important to use standards from the

4With q = 0 we have Zs,n(x) = Zq
s,n(x).

community. Data annotation according to the Uni-
versal Dependencies schema was also performed
for this reason, in addition to the FTB-dep schema
which is specialised for French corpora.

5 Source data

The choice of data to annotate was made in two
steps: in the first, preference was given to texts
with information on their origins, in order to en-
courage the use of diversified sources. We focused
on French data from the BigScience5 (Laurençon
et al., 2022) as the basis for the SELEXINI corpus.
The second selection step was done in order to in-
crease the quantity and the diversity of the corpus
data. For this, the HPLT6 (De Gibert et al., 2024)
corpus was chosen. Less clean than BigScience,
this part of the corpus nevertheless contains the
most diverse part of the data.

5.1 BigScience

The BigScience initiative aims to make large quan-
tities of data available in many languages, with the
intention of facilitating the training of large mul-
tilingual language models (LLMs). Created using
pseudo crawls (crawls based on certain predefined
domain names), this dataset remains fairly clean.

We chose to work on the parts of the dataset from
Europarl, the French part of the United Nations
Parallel Corpus and Wikipedia, mainly because of
their large size (1.5 billion tokens). Henceforth,
this subset will be called BASE. Additionally to
its large size, BASE fulfills our other criteria: the
metadata allow to easily deduce the language and
text genres, no or few multilingual texts are in-
cluded, licenses are clear and compatible with the
intended use of our corpus.7 The Wikisource subset
of BigScience was also considered, but presented
too many problems (text starting in the middle of

5https://huggingface.co/bigscience-data
6https://hplt-project.org/datasets/v1.2
7The BigScience RAIL license is inspired both from

open licenses and fairness principles: https://bigscience.
huggingface.co/blog/the-bigscience-rail-license.

https://huggingface.co/bigscience-data
https://hplt-project.org/datasets/v1.2
https://bigscience.huggingface.co/blog/the-bigscience-rail-license
https://bigscience.huggingface.co/blog/the-bigscience-rail-license
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a sentence, HTML tags, encoding problems, sen-
tences in Old French, etc.).

5.2 HPLT

BigScience only contains two text genres:
Wikipedia articles and parliamentary debates. In
order to achieve a better diversity of genres, we
benefit from HPLT (De Gibert et al., 2024), a mas-
sive multilingual dataset of texts provided by Inter-
net Archive and CommonCrawl. These texts were
cleaned by the HPLT authors so as to eliminate
documents from dubious URLs (possibly porno-
graphic, racist, etc.) and filter out noisy paragraphs.
The remaining documents were then sorted accord-
ing to he majority vote over a number of language
predictors. We work with the cleaned version of
French HPLT, containing around 99.59M docu-
ments and 122.88B words.

This dataset is still not perfect:

• the filter for setting aside problematic docu-
ments is based mainly on the document URL,
and some undesired texts can still remain

• the language identification is sometimes er-
roneous, particularly when several languages
are present in the same text

• the data cleaning keeps some uninteresting
documents (lists of phone numbers, number
plates, etc.)

However, this dataset covers a wide variety of
fields and should help increase the diversity of the
BASE corpus, as discussed in the following sec-
tion.

5.3 Diversity-driven data sampling

Diversity of datasets is usually strongly dependent
on their sizes. Since we are interested in compar-
ative studies, the compared corpora should have
similar sizes. Therefore, we sample HPLT for a
subset of a size which would be roughly equivalent
to BASE (1.5 billion tokens), while keeping entire
texts intact. To reduce computation, we only use a
subcorpus containing 6B documents randomly se-
lected from HPLT. We sample it by batches and for
each batch we select the document which, added
to BASE, maximizes its lexical diversity measured
by H in (1). We stop when we exceed the intended
size of 1.5 billion tokens. If all batches have been
processed and the intended size is not reached, we
decrease the size of a batch and reiterate.

The final subset of HPLT selected in this way is
called HPLTdiv. For comparison, we also randomly
select another subset of HPTL of roughly the same
size as HPLTdiv and we call it HPLTrand.

Merging BASE with HPLTdiv on the one hand,
and with HPLTrand on the other hand, yields the
final SELEXINI corpus and its non-diverse equiv-
alent SELEXINIrand. The following section de-
scribes the process of automatic parsing of SELEX-
INI. Section 7 is then dedicated to comparing the
quantitative and qualitative properties of BASE,
HPLTdiv and HPLTrand, so as to address the re-
search questions Q1 and Q2.

6 Target annotation schemas and model
training

From the outset, we opted for dependency syntax.
Morphosyntactic annotation of our corpus can only
be done automatically, so to choose the target anno-
tation schemas, we were constrained by the avail-
ability of large enough training sets. We thus had
two candidates: the monolingual FTB-dep schema
or the UD schema (cf. Section 2). We aimed at both
accurate linguistic description of French, and cross-
lingual parallelism, which exactly corresponds to
the balance sought for in the UD project. Yet, for
specific linguistic traits, it might prove difficult to
satisfy both objectives8. Indeed, a closer look at
the instantiation of UD guidelines in French UD
treebanks first shows some diversity in annotation
choices (Guillaume et al., 2019). Second, certain
specific phenomena were dealt with (i) either by
not following the UD guidelines, which breaks the
cross-lingual uniformity, or (ii) by following them
at the cost of breaking an internal regularity. We
provide some examples in Appendix A.

6.1 Models
For all the previously seen reasons, we chose to
keep both annotation schemas, FTB-dep and UD,
and thus to build two parsed versions of our SE-
LEXINI corpus, thanks to two models.

FTB-dep To train this model we concatenated
two treebanks, containing approximately 21k sen-
tences in total:

• the dependency version of the French Tree-
Bank (FTB) (Abeillé et al., 2003), adapted by
Seddah et al. (2013);

8As put forward in UD’s web introduction, which
presents UD design as a "subtle compromise" : https:
//universaldependencies.org/introduction.html.

https://universaldependencies.org/introduction.html
https://universaldependencies.org/introduction.html
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• the Sequoia9 treebank (Candito and Seddah,
2012), version 9.2.

While both treebanks have the same main anno-
tation schema (FTB-dep), subtle differences have
been introduced over time. In order to get more
homogenous training data, we modified the FTB.
This harmonisation is described in Appendix B.

UD We use fr_sequoia-ud-2.12 model, one of
the models trained on the French treebanks from
Universal Dependencies version 2.12, with UD-
Pipe2 (Straka, 2018) and made available by Straka
(2023).

6.2 Annotation process
Two different cases were treated to carry out the
annotation of the SELEXINI corpus: the annota-
tion with the FTB-dep schema, and the annotation
using the Universal Dependencies.

For the annotation using UD, UDPipe 2 was used
to carry out all the steps (segmentation, tokenisa-
tion, POS tagging, morphological features tagging,
lemmas prediction and syntactic analysis).

In the case of the FTB-dep annotation, sentence
segmentation and tokenisation were performed us-
ing the Bonsai tool10, designed to specifically han-
dle French. Tagging and parsing were then done
with UDPipe 2 as well, but this time using the FTB-
dep model described in Section 6.1.

The last step, both for the UD and FTB-dep ver-
sion, was a lemmas correction phase. While the
predicted lemmas on in-domain dev are 99% cor-
rect (see Table 1), a qualitative analysis of lemmas
for unknown rare word forms on our SELEXINI
revealed sometimes absurd predictions11. We thus
applied lemma correction using the Lefff lexicon
(Sagot, 2010)12.

7 Results

Assessing the quality of annotations is not a trivial
task without manually annotated data. We can nev-

9https://deep-sequoia.inria.fr/
10http://alpage.inria.fr/statgram/frdep/fr_

stat_dep_parsing.html
11This is the case e.g. for first person verbal form, rare

in the FTB+Sequoia training set. Moreover the predicted
lemmas sometimes do not match the predicted POS tag. After
lemma correction on out-of-domain 2.64 million tokens, 7000
lemmas were modified using the lexicon heuristic. An analysis
of the first 100 corrections revealed only one introduced error,
and 99 corrected errors.

12The heuristic was to replace any predicted lemma un-
known in the lexicon by the longest lemma compatible with
this word form and POS tag.

Model Test set POS UFeats LAS
FTB-dep FTB+Sequoia dev 98.49 94.68 91.11
UD Sequoia test

Gold Tokenisation
99.25 98.01 94.37

Sequoia test
Raw text

98.40 97.19 92.75

Table 1: Scores of the FTB-dep and UD models. The
test set for the FTB-dep model is the dev set of the
FTB+Sequoia (28 POS tags, 34 dependency labels). For
the UD model, the test set of Sequoia is used (17 POS
tags, 47 dependency labels)

ertheless observe the performance of the models on
the corresponding dev and test corpora. The results
can be seen in Table 1.

UDPipe models are frequently used as a base-
line thanks to their strong performance. Although
the quality of the annotations is better using gold
tokenisation than raw text, the results are still good
enough to be usable. The model used to annotate
in FTB-dep obtains slightly lower scores than the
UD model, but as the test corpus and annotation
schemes are different, the results are not perfectly
comparable and remain acceptable for the annota-
tion task.

We will now compare diversity measures on the
different corpora studied. A summary of this infor-
mation is available in Table 2. The parameters −s
et n are computed using equation (3).

7.1 Syntactic Diversity

The algorithm used to select the HPLTdiv texts
aimed to maximize lexical diversity (Section 5.3).
We will now evaluate whether this selection also
had an impact on syntactic diversity (defined in
Section 3) in order to answer our research ques-
tion Q1.

However, syntactic diversity can only be cal-
culated if we have access to the syntax annota-
tions. The SELEXINI corpus, composed of BASE
and HPLTdiv, has been parsed but not HPLTrand.
Therefore, syntactic diversity is only calculated for
the former.

In Table 2, we can observe an increase in the
lexical entropy Hlex : +0.72 for BASE+HPLTdiv.
The opposite trend is visible for syntactic diversity:
a decrease of 0.36 point when BASE is augmented
with HPLTdiv. Although HPLTdiv is both more
varied (higher n) and more balanced (hieher −s)
than BASE, which leads to a higher entropy from
a lexical point of view (8.10 vs. 7.02), HPLTdiv

is less varied and less balanced than BASE from a

https://deep-sequoia.inria.fr/
http://alpage.inria.fr/statgram/frdep/fr_stat_dep_parsing.html
http://alpage.inria.fr/statgram/frdep/fr_stat_dep_parsing.html
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Corpus Size nlex −slex Hlex nsyn −ssyn Hsyn

BASE 1.54 3.5 -1.250 7.02 167 -1.381 7.17
HPLTdiv 1.56 11.7 -1.182 8.10 124 -1.660 6.25
SELEXINI = BASE + HPLTdiv 3.10 13.6 -1.204 7.74 282 -1.457 6.81
HPLTrand 1.56 6.4 -1.138 7.42 - - -
SELEXINIrand = BASE + HPLTrand 3.10 8.7 -1.187 7.41 - - -

Table 2: Summary of the sizes of each corpus in billion tokens, the value of their Zipfian parameters, n for the
number of categories in millions (higher is better), and −s for the Zipfian curvature (closer to 0 is better). H is the
entropy (higher is better). All these measures are computed for the lexical and syntaxtic version.

syntactic perspective.
As a reminder, nlex and nsyn correspond respec-

tively to the number of lexical categories (words)
and the number of syntactic categories (syntactic
subtrees). The number of common lexical cate-
gories between BASE and HPLTdiv is 1.6 million
words, i.e. 11.8% of the total final corpus (BASE
+ HPLTdiv, i.e. SELEXINI). However, in the case
of syntax, there are 9 million common trees, which
this time represents only 3.2% of the final corpus.

While 74.3% of the lexical categories in SELEX-
INI originate from HPLTdiv only, 41.8% of the syn-
tactic categories originate from HPLTdiv. HPLTdiv

therefore has more weight, more impact, on the
diversity of SELEXINI than BASE from a lexical
point of view. However, this is not true for syntactic
diversity.

Now, if we look at the −s parameter of the Zip-
fian curvature, which is a measure of balance, we
can see that in lexical terms, −slex obtains a better
score for HPLTdiv than for BASE. This is reversed
in the case of ssyn where HPLTdiv is clearly less
balanced than BASE.

In conclusion, as an answer to Q1, it appears
that optimizing lexical diversity with HPLTdiv did
not also improve syntactic diversity. On the con-
trary, the sampling had the opposite effect, causing
syntactic diversity to notably decrease.

7.2 Lexical Zipfian distributions

In this section, we will focus first on the differences
between BASE and HPLTdiv. Then, SELEXINI
and PLDHrand will also be compared. In order
to answer the research question Q2, we will first
carry out an analysis of the quantitative properties
by looking at the different scores in Table 2. Sec-
ondly, we will analyse the qualitative properties
by exploring the new words added by HPLTdiv to
SELEXINI. This section deals only with lexical
diversity.

Quantitative properties Although BASE and
HPLTrand have roughly the same size, HPLTrand

is more diverse than BASE, whether for entropy
Hlex, variety nlex or balance slex. One hypothesis
is that the Wikipedia articles and parliamentary
debates in BigScience create a certain redundancy
in the data, making this dataset a less varied and
balanced than those from HPLT.

As seen in the previous subsection, augmenting
BASE with HPLTdiv increased the lexical entropy
Hlex from 7.02 to 7.74: a gain of 0.72. Augment-
ing BASE with HPLTrand increased the entropy to
7.41: a gain of only 0.4. HPLTrand has roughly half
as many categories as HPLTdiv (11.7 million and
6.4 million respectively). HPLTrand is therefore
much less varied than HPLTdiv (although it is still
more varied than BASE). However, with an slex at
1.182 for HPLTdiv and at 1.138 for HPLTrand, the
latter is more balanced. So it is likely that the selec-
tion algorithm favours variety more than balance.

Qualitative properties For this section, we ex-
tracted the vocabularies of BASE and HPLTdiv.
We began by identifying new words present in
HPLTdiv that were not present in BASE. A list
of around 10 million words was thus extracted. We
then got 2 million static embeddings of dimension
300 from Grave et al. (2018). These embeddings
were trained on Common Crawl and Wikipedia us-
ing fastText, and keeping only the 2 million most
frequent words.We can assume that most words
without embeddings will be noise. Only 84,526 of
the 10 million words have word embeddings. This
means that over 99% of the new words in HPLTdiv

are noise.
Nevertheless, we’re going to try to identify

whether we can find any common points among
the non-noisy words in HPLTdiv. We created word
embeddings clusters that can be seen in Figure 2.
These clusters were obtained by randomly select-
ing 2,000 words from our list and extracting their
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Figure 2: Word embeddings clusters of new words from HPLTdiv .

embeddings. We then reduce the number of dimen-
sions to 50 using the UMAP algorithm (McInnes
et al., 2018). We cluster our embeddings using
the K-means algorithm, with K=1513. Finally, we
reduce our embeddings again to two dimensions
using the PCA algorithm, in order to visualise the
clusters. Details of the clusters are available in Ap-
pendix C. Although the clusters are not perfectly
pure, common themes can be identified across most
of them.

• Clusters 1 and 4, very isolated from the rest,
contain only dates in two different formats
(year-month-day for cluster 1 and day-month-
year for cluster 4). Cluster 10 also contains
numbers only, with a ‘-’.

• Cluster 8 contains ‘sms’-type language:
copinette (friend), choupie (cute) or merciiii
(thanks).

• Clusters 2, 7 and 13 contain words in other lan-
guages : bedsheets (English), polozoni (Croat-
ian) or abgerufen (German).

• Cluster 2 also contains neologisms and con-

13The choice of 15 clusters was made empirically.

catenations of words: brocantitude (flea mar-
ket attitude), miseenservice (commissioning)

• Cluster 7 contains a subcluster with symbols
and emojis

• Clusters 0, 5, 11 and 14 contains many
spelling mistakes, often due to missing ac-
cents : patrimoin (heritage), helices (pro-
peller), ludotheque (toy library), mesage (mes-
sage)

• Clusters 5 and 11 also contain suffixes : fici-
aires, ctions, geait, pondants

• Cluster 3 contains rare forms of conjugation :
flippent (they freak out), débuterez (you will
start) or chouchoutent (they pamper)

• Cluster 6 contains words concatenated with
a final dot : normalement. (normally.),
châteaux. (castles.), surf. (surf.)

• Cluster 12 contains URLs and filenames :
main.php, monsite.com, top-site

• Cluster 9 is the only cluster with no specific
theme. There are misspells (pâtissiére (fe-
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male baker)), rare words (non-couvert (not
covered)), foreign word (cocoon) and others

In conclusion, although the quantitative study
showed that texts that increase variety are more
often selected (either because of their greater im-
portance in the entropy, or because they occur more
frequently than texts that increase the balance), the
qualitative study showed that this variety is almost
artificial, because of the very high noise content
of the texts from HPLT. Nevertheless, some new
"valid" word forms are added, especially rare con-
jugations, which usefully extend the vocabulary of
SELEXINI.

8 Limitations and future work

A first limitation of this work is obviously the pres-
ence of a lot of noise in HPLT. Applying the se-
lection algorithm to a corpus without noise could
lead to very different results and conclusions. The
use of noise reduction techniques could also help
to limit the problem (Zhu et al., 2022).

Another limitation is the automatic prediction
of labels. These predictions carry the biases of the
models used to generate these annotations, which
may have only encountered certain rare phenomena
on an infrequent basis.

There are many different measures of diversity.
Here we focused only on Zipfian parameters and
Shannon-Weaver entropies, but some other mea-
sures highlight other information. In particular,
disparity is another dimension of diversity that we
have not explored here, but which would have its
rightful place in an analysis of corpus diversity.

9 Conclusions

In this article, we have presented three contribu-
tions. The first is the creation of a large automati-
cally parsed French corpus. The second is a study
of the impact of lexical diversity-driven data sam-
pling on syntactic diversity. Finally, we also per-
formed a quantitative and qualitative analysis of the
lexical diversity resulting from the selection aimed
at maximising this same lexical diversity.

The main conclusions are that the selection
based on lexical diversity favours variety more than
balance, and mainly extracts noise. We also found
that there was no positive impact on syntactic di-
versity, and even that there was a rather negative
impact. It would be interesting to understand if
this negative impact is due to noisy data or if it

is inherent to natural language (e.g. rare and new
words might tend to occur in syntactic construc-
tions known for frequent words). More research
is still needed to find methods that will maximise
lexical diversity while avoiding the problems of
noisy texts.
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A Examples of difficulties in the UD
annotation of French

In the French UD treebanks, certain specific phe-
nomena were dealt with (i) either by not following
the UD guidelines, which breaks the cross-lingual
uniformity, or (ii) by following them at the cost
of breaking an internal regularity. As examples of
(i), (Guillaume et al., 2019) explicitely report not
to follow (for now) UD guidelines for copula con-
structions with clausal predicative complements
(which would lead to a verb with two distinct sub-
jects), nor for expletive il subjects14. An example
of (ii) is the use of different dependency labels for
dependents of verb, depending on the category of
the dependent, differently to what occurs in the
FTBdep annotation schema, itself deriving from
the FTB annotation (Abeillé and Barrier, 2004).
For instance, the verb souhaiter (to wish) can take
, the direct a direct complement which is either a
NP, an infinitival clause, a clause, or a clitic pro-
noun. All these cases fill the same valency slot
(and thus are mutually exclusive) and are pronom-
inalized using the same accusative clitic pronoun
le. This uniformity is captured by using a single
obj label in FTBdep, but 3 different labels in UD
(obj, xcomp, ccomp). Moreover, the two latter la-
bels are also used for indirect complements, which
obfuscates the linking to semantic roles. Another
example concerns the use of iobj. For instance
for X parle de Y à Z (X talks about Y to Z), in UD,
the Y argument can be iobj, obl:arg, xcomp, and
the Z argument can be iobj or obl:arg, whereas
Y and Z are uniformly annotated as de_obj and
a_obj in FTBdep.

B FTB modifications

The FTB has been modified compared to the ver-
sion described in (Seddah et al., 2013). Corrections
were done:

14UD guidelines take into account the semantic property
of not baring a semantic role, which has clear advantages for
downstream semantic analysis, but which causes peculiarities
from the stricter syntactic point of view.

• Automatic corrections to ensure flat represen-
tations of MWEs have their linearly first com-
ponent as head of all other components;

• Manual removal of spurious cycles in surface
dependency trees (10 cases).

Some harmonisation with the Sequoia treebank :

• Representation of MWEs as in Sequoia 9.2,
namely as designed in the PARSEME-FR
project15 and described in (Candito et al.,
2020);

– the main change concerns using regular
syntax for MWEs whenever possible;

– for remaining MWEs, final prepositions
or complementizers are not included in
the MWE (i.e. que (that) not included in
the MWE étant donné (given).)

• Minor modifications of tokenization:

– any X - X (- X)* sequence of tokens
within a MWE was remerged as one to-
ken (i.e. "au - dessus de" → "au-dessus
de")

– numbers: any sequence [0-9]+ (, [0-
9]+)+ merged as one token (i.e. "34 ,
7" => "34,7")

• Homogenisation of lemmas:

– reflexive clitics (CLR tag) have lemma
se;

– dative and accusative first and second per-
son clitics all receive le/lui lemma (am-
biguity is to be solved in syntax);

– distinguish lemma for madame (madam)
from that of monsieur (mister).

C Word embeddings clusters

15https://parsemefr.lis-lab.fr
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(a) Cluster 1 (b) Cluster 4

(c) Cluster 10

Figure 3: Word embeddings clusters of new words from HPLTdiv with dates

Figure 4: Cluster 8 (SMS language) of Word embeddings clusters of new words from HPLTdiv .
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(a) Cluster 2 (b) Cluster 7

(c) Cluster 13

Figure 5: Word embeddings clusters of new words from HPLTdiv with foreign words

Figure 6: Cluster 11 (suffixes) of Word embeddings clusters of new words from HPLTdiv (zoom on suffixes part).
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(a) Cluster 0 (b) Cluster 5

(c) Cluster 11 (d) Cluster 14

Figure 7: Word embeddings clusters of new words from HPLTdiv with spelling mistakes

Figure 8: Cluster 3 (rare conjugations) of Word embeddings clusters of new words from HPLTdiv .
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Figure 9: Cluster 6 (final point) of Word embeddings clusters of new words from HPLTdiv .

Figure 10: Cluster 12 (url and filenames) of Word embeddings clusters of new words from HPLTdiv .
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Figure 11: Cluster 9 (diverse) of Word embeddings clusters of new words from HPLTdiv .
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