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Abstract

Indigenous languages face significant chal-
lenges due to their endangered status and lim-
ited resources which makes their integration
into NLP systems difficult. This study in-
vestigates the use of Large Language Mod-
els (LLMs) for sentence transformation tasks
in Indigenous languages, focusing on Bribri,
Guarani, and Maya. Here, the dataset from
the AmericasNLP 2025 Shared Task 2 is used
to explore sentence transformations in Indige-
nous languages. The goal is to create edu-
cational tools by modifying sentences based
on linguistic instructions, such as changes in
tense, aspect, voice, person, and other gram-
matical features. The methodology involves
preprocessing data, simplifying transformation
tags, and designing zero-shot and few-shot
prompts to guide LLMs in sentence rewrit-
ing. Fine-tuning techniques like LoRA and
Bits-and-Bytes quantization were employed to
optimize model performance while reducing
computational costs. Among the tested mod-
els, Llama 3.2(3B-Instruct) demonstrated su-
perior performance across all languages with
high BLEU and ChrF++ scores, particularly
excelling in few-shot settings. The Llama
3.2 model achieved BLEU scores of 19.51 for
Bribri, 13.67 for Guarani, and 55.86 for Maya
in test settings. Additionally, ChrF++ scores
reached 50.29 for Bribri, 58.55 for Guarani,
and 80.12 for Maya, showcasing its effec-
tiveness in handling sentence transformation.
These results highlight the potential of LLMs
that can improve NLP tools for indigenous lan-
guages and help preserve linguistic diversity.

1 Introduction

Indigenous languages are an important part of hu-
man history and culture, but many are on the verge
of disappearing. These languages hold unique
knowledge and traditions that should be preserved
for future generations. Thankfully, advancements
in Natural Language Processing (NLP) offer new

ways to protect and revitalize them.
For example, in New Zealand, technology is play-
ing a key role in revitalizing the Maori language.
Apps like ’Kōrerorero’ are making it easier for peo-
ple to learn and practice the language in their daily
lives1. Similarly, in Canada, the FirstVoices app
offers resources to support learning for more than
60 indigenous languages, helping to preserve and
promote these rich cultural traditions2.
The AmericasNLP 2025 Shared Task 2 (de Gibert
et al., 2025) focuses on creating educational tools
for Indigenous languages in the Americas, includ-
ing Bribri, Guarani, Maya, and Nahuatl Omitlan.
The initiative leverages NLP techniques to develop
systems that can generate language learning exer-
cises by transforming sentences based on grammat-
ical changes, such as tense or type.
In this shared task, the provided dataset contains
a source sentence and instruction that need to be
applied to achieve the target sentence. The goal is
to train a system capable of modifying the source
sentences according to specified grammatical trans-
formations. For instance, an example of sentence
transformation in the Maya language,
Source: Táan u bin tu kool (He is going to the
field)
Change(Instruction): TYPE:NEG
Target(Transformed): Ma’ táan u bin ich kooli’
(He is not going to the field)
Each of these languages presents unique linguis-
tic characteristics. For example, Bribri is a tonal
language with SOV(Subject-Object-Verb) word
order supported by tools like morphological an-
alyzers and electronic dictionaries (Coto-Solano
et al., 2021). Guarani is a highly agglutinative lan-
guage, where prefixes and suffixes are used to ex-
press grammatical information (Lucas et al., 2024).

1https://linguisticsnews.com/insight/
case-study-the-evolution-of-indigenous-languages/

2https://autogpt.net/
the-impact-of-ai-in-languages-preservation/
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Maya languages exhibit fascinating linguistic fea-
tures, such as aspectual marking instead of tense
conjugation to express time-related information
(Pugh et al., 2023).
The task of sentence transformation for Indigenous
languages creates a unique challenge due to it’s
complex linguistic structures. To address these, the
dataset was carefully preprocessed by cleaning text,
standardizing formatting, and simplifying transfor-
mation tags into actionable instructions. Prompt de-
sign played a critical role, with zero-shot and few-
shot prompts guiding models effectively in rewrit-
ing sentences based on linguistic instructions. Few-
shot prompts consistently outperformed zero-shot
prompts by providing examples for better learning.
Large Language Models (LLMs) were fine-tuned
using techniques like LoRA (Low-Rank Adapta-
tion) and Bits-and-Bytes (BNB) quantization to op-
timize performance while reducing computational
costs. Post-processing ensured concise outputs by
extracting only the relevant transformed sentences.
The results showed that Llama 3.2 achieved the
best performance across Bribri, Guarani, and Maya
languages, with high BLEU and ChrF++ scores on
development and test datasets. Few-shot prompting
proved particularly effective for low-resource lan-
guages, highlighting its advantage in multilingual
NLP tasks.
The major contributions of our research work are
as follows-

• We proposed an innovative sentence transfor-
mation system for Indigenous languages, uti-
lizing LLMs for effective results.

• We executed a range of experiments on the
dataset and presented a comprehensive analy-
sis of their performance.

The experimentation details have been provided in
the GitHub repository. 3

2 Related Work

Indigenous languages are often low-resource,
making them challenging for NLP systems that
rely on extensive annotated data. Previous studies
have showed the potential of NLP in preserving
these languages by creating tools like machine
translation systems and educational resources.
Leveraging pre-trained models like mBERT and

3https://github.com/mahshar-yahan/
AmericansNLP-2025/tree/main/Shared%20Task-2

XLM-R for cross-lingual knowledge transfer can
help adapt high-resource language models to
low-resource settings, enabling better sentence
transformations (Pakray et al., 2025). In prior
work organized by AmericasNLP, researchers
demonstrated that GPT-4 and other large language
models perform effectively in few-shot learning
for low-resource languages (Ginn et al., 2024).
Additionally, they highlighted data augmentation
strategies that can address data scarcity and
enhance model generalization in low-resource
settings.
In a study, the author of the paper (Hammond,
2024) implemented a multilingual transformer-
based model(mBERT) and an edit tree method
to address the sentence transformation task,
which performed poorly. Then, they applied
a morphosyntactic similarity approach, which
significantly improved performance by utilizing
linguistic features. In another research work,
the authors (Niklaus et al., 2019) introduced the
idea of changing complex sentences into simple
ones using recursive sentence simplification
and a semantic hierarchy. In a separate study
(Silfverberg et al., 2017), researchers proposed
an efficient data augmentation technique by
modifying morphological patterns, which helps
with low-resource language with limited data.
The paper (Su et al., 2024) explores fine-tuning
transformer models like NLLB-200, Claude
3 Opus and demonstrates their effectiveness
in capturing sentence-level morphological
inflections. For Maya, fine-tuning with data
augmentation (using StemCorrupt) yielded the
best performance. Another shared task paper by
AmericansNLP explores sentence transformation
using Pointer-Generator LSTM, Mixtral 8x7B
(SICL4 with LoRA), and GPT-4 (ICL5) (Bui and
Von Der Wense, 2024). Also, they have proposed
an ensemble method that outperforms single
models by boosting accuracy by almost 4%.
An innovative approach by the authors combines
rule-based NLP techniques with prompt-based
methods leveraging large language models (LLMs)
and POS6 tagging(Vasselli et al., 2024). This
approach balances general processing with
language-specific customization for grammatical
sentence transformation. Another study demon-

4SICL: Supervised In-Context Learning
5ICL: In-Context Learning
6POS: Parts of Speech
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strates that minimal CSV-style prompting using
large language models (LLMs) like GPT-4 and
GPT-3.5 can achieve competitive performance
in low-resource morphological tasks (Haley, 2024).

3 Dataset

We have utilized a dataset created for Americas-
NLP 2025 Shared Task 2 (de Gibert et al., 2025),
which aims to develop educational tools for In-
digenous languages. The dataset includes four
low-resource languages: Bribri, Guarani, Maya,
and Nahuatl Omitlan. It is designed for sentence
transformation tasks, where sentences are modified
based on linguistic instructions such as changes in
tense, aspect, polarity and so on. It includes 16
major categories with a total of 68 unique values
across these categories. The dataset is divided into
Train, Development (Dev), and Test sets, as shown
in Table 1:

Split Bribri Guarani Maya Nahuatl
Omitlan

Train 391 178 594 392
Dev 176 179 149 177
Test 120 364 310 121

Table 1: Language-wise distribution in the dataset

The relatively small size of the training data, par-
ticularly for some languages, presents a challenge
for robust model training. The dataset also features
a mix of simple and complex instructions, allowing
for a wide array of sentence transformations to be
applied. Table 2 offers some excellent examples to
illustrate these transformations and their English
equivalents.

4 Methodology

In this section, we have provided an overview of the
methods and techniques applied to the dataset de-
scribed earlier. Initially, the data was preprocessed,
and the transformation tags were transferred to in-
struction. Subsequently, various LLMs were uti-
lized to enhance performance. These models were
fine-tuned and evaluated to optimize their effective-
ness, as illustrated in Figure 1.

4.1 Data Preprocessing

Several preprocessing steps have been imple-
mented on the given dataset of different language to

achieve optimal outcomes. These steps include re-
moving of unnecessary changes, standardizing text
formatting and addressing inconsistencies in the
data. Each step is designed to enhance the model’s
ability to process linguistic transformations effec-
tively.

4.1.1 Removal of Unnecessary Changes
The dataset contains entries where the change col-
umn is tagged as NA, indicating that no modifica-
tions are required for the source sentence. These
entries are removed to obtain meaningful transfor-
mation. This ensures that only actionable instruc-
tions are remained in the dataset. For example,
Before Removal: VOICE:MID, PERSON:NA
After Removal: VOICE:MID

4.1.2 Text Standardization
To ensure uniform formatting in the dataset, we
have cleaned the text by removing punctuation, spe-
cial characters, and unnecessary whitespace. This
step helps reduce noise and improves the model’s
ability to focus on meaningful linguistic patterns.
For instance in Bribri,
Before Removal: Ye’ tö i kít
After Removal: Ye tö i kít (Apostrophe removed)

In the given example for cases English translation is
And here it is. But in some cases, this preprocessing
step may have impacted results, where apostrophes
represent glottalization and differentiate minimal
pairs.

4.2 Tag Simplification

This process simplifies complex tag combinations
into clear, actionable instructions that are easy to
understand. It helps the model interpret and apply
transformations more effectively. For example, in
the dataset, the Change field may contain multiple
complex tags like TYPE:NEG, TENSE:PRF_REC.
Input Tags: TYPE:NEG, TENSE:PRF_REC
Simplified Instructions: Make the sentence nega-
tive and change to recent perfect tense.
This makes the dataset easier to work with and
helps the model learn better. This ensures the
model is trained on instructions it can accurately
process and apply, resulting in more precise trans-
formations.

4.3 Prompt Design

In this task, zero-shot-prompt and few-shot-prompt
are utilized to rewrite sentences according to in-
structions. These prompts are structured to provide
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Source Change Target
(Original Sentence) (Instruction) (Transformed Sentence)
Kin in suut koonol merkaado (I am
returning to the market)

ASPECT: INS Je’el in suut koonol merkaado (I will
return to the market)

Kin in suut koonol merkaado(I am
returning to the market)

ASPECT:TER,
TENSE: PAS_SIM

Ts’o’ok in suut koonol merkaado(I
have returned to the market)

Table 2: Illustrative examples of single and multi-instruction sentence transformations in the Maya language

Source

Change

Target

Source

Change
Post Processing

Train Dataset
Data

Preprocessing

Removal of
Unnecessary

Changes

Text
Standardization

Types Values Instruction

Tags Simplification

Prompting

Zero Shot Few Shot
Source: {source}
Change: {change}
Target: {target}

You are a language transformation assistant. Modify the
given "Source" according to the instructions.

Example 1:
Source: Ye' shka'
Change: Make the sentence negative
Target: Kë̀ ye' shkàne̠

Example 2:
Source: Ye' shka'
Change: Express the beginning or initiation of the action
Target: Ye' shka'mi̠

Source: {source}
Change: {instructions}
Target: {target}

Hyper
Parameter

LoRA Config

PEFT Fine Tuning

LLama

NLLB

xglb

Model Selection

Fine-Tuned Model

Test Dataset

Raw Predictions

Evaluate

BLEU

Chrf++

Figure 1: Methodological Workflow for Sentence Transformation in Indigenous Language Education Using Large
Language Models

clear guidance to the model while ensuring consis-
tency in the transformation process.

4.3.1 Zero Shot Prompt Design
These prompts are designed to evaluate the model’s
ability to perform translations and linguistic trans-
formations without relying on specific training ex-
amples. The model is expected to independently
generate the correct output based solely on the pro-
vided instruction. For instance, consider the fol-
lowing training prompt in Bribri:
Zero Shot Prompt
Source: Ye’ shka’
Instruction: MODE:ADVERS
Target: Ye’ shka’
In handling test data, a slightly modified version of
the prompt is used to isolate the predicted sentence
in the output: "Provide only the Target sentence,
nothing else". This ensures that the generated out-
put is concise and aligned with the task output.

4.3.2 Few Shot Prompt Design
Few-shot prompts incorporate multiple examples
of source sentences paired with instructions and
their corresponding target sentences. These ex-

amples act as references, helping the model learn
transformation patterns and apply them accurately.
For instance,

Few Shot Prompt:
Language: Bribri, Rewrite and change the
Source sentence to the Target sentence accord-
ing to the given instruction.
Example 1:
Instruction: Change to recent perfect tense.
(TENSE:PRF_REC)
Source: Ye’ shka’
Target: Ye’ shké
Example 2:
Instruction: Make the sentence negative and
change to recent perfect tense. (TYPE:NEG,
TENSE:PRF_REC)
Source: Ye’ shka’
Target: Ye’ kë shkàne
Rewrite following sentence using instruction:
Instruction: Change to potential future
tense and change to imperfective aspect.
(TENSE:FUT_POT, ASPECT:IPFV)
Source: Ye’ shka’
Target: Ye’ shkömi
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Language Model Prompt Type Acc BLEU Chrf++

Bribri
Llama 3.1(8B-Instruct) Zero Shot 1.79 2.74 11.28
Llama 3.1(8B-Instruct) Few Shot 5.11 12.73 50.22
Llama 3.2(3B-Instruct) Zero Shot 5.59 4.94 33.50
Llama 3.2(3B-Instruct) Few Shot 6.21 22.36 50.46
Xglm 1.7B Zero Shot 0.89 1.16 30.29
Xglm 1.7B Few Shot 2.51 13.56 29.19

Gurarani
Llama 3.1(8B-Instruct) Zero Shot 6.47 3.16 29.56
Llama 3.1(8B-Instruct) Few Shot 9.01 18.34 28.15
Llama 3.2(3B-Instruct) Zero Shot 7.57 24.14 41.10
Llama 3.2(3B-Instruct) Few Shot 10.53 22.99 58.30
Xglm 1.7B Zero Shot 2.55 8.34 52.17
Xglm 1.7B Few Shot 4.19 6.24 48.17

Maya
Llama 3.1(8B-Instruct) Zero Shot 8.29 17.11 56.56
Llama 3.1(8B-Instruct) Few Shot 10.11 19.56 68.15
Llama 3.2(3B-Instruct) Zero Shot 17.39 43.45 70.23
Llama 3.2(3B-Instruct) Few Shot 21.31 57.16 82.48
Xglm 1.7B Zero Shot 13.51 43.45 70.53
Xglm 1.7B Few Shot 1.16 11.23 40.44

Table 3: Performance Evaluation of Different Models and Zero-Shot and Few-Shot Prompt on the Dev Dataset for
Bribri, Guarani, and Maya Languages using Accuracy, BLEU and ChrF++ Metrics

This approach bridges the gap between zero-shot
learning and fully supervised training, making
it highly effective for multilingual sentence
transformation.

4.4 Train

The training process for sentence transformation
task involves fine-tuning large language models
(LLMs) such as Llama (Touvron et al., 2023),
XGLM (Lin et al., 2021) and NLLB (Costa-Jussà
et al., 2022) to accurately rewrite sentences based
on instructions provided in the dataset. This task
focuses on transforming sentences across different
dimensions, such as tense, mood, aspect, voice, and
negation.

To adapt pre-trained LLMs to the task-specific
requirements, we have employed efficient fine-
tuning techniques using LoRA (Low-Rank Adapta-
tion) and quantization with Bits and Bytes (BNB).
These methods allow us to optimize memory usage
and computational efficiency while maintaining the
model’s performance. LoRA modifies only a sub-
set of the model’s parameters, making it ideal for
tasks requiring domain-specific adjustments with-
out retraining the entire model. BNB enables 4-bit
quantization of model weights, significantly reduc-
ing memory consumption during training.

4.5 Post Processing

When using a casual language model for sentence
transformation tasks, the generated output may in-
clude extra information beyond the desired target
sentence. To address this, we have employed a
simple linear search on the output to locate the
keyword "Target". Once the keyword is identi-
fied, everything following it is extracted as the final
transformed sentence. This method ensures that
only the relevant portion of the model’s output is
retained.

5 Results and Analysis

In this section, we have provided a comprehensive
comparison of the performance across different
approaches to large language models (LLMs) for
different languages.

5.1 Parameter Setting

Table 4 shows parameter settings for different mod-
els.

In Table 4, lr, optim,la and l4 represents learn-
ing_rate,optimizer, lora_alpha and load_in_4bit
and respectively.

5.2 Evaluation Metrics

The performance of various models has been
evaluated using the Bilingual Evaluation Under-
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Model lr optim la l4
Llama 3.1 3e−4 Paged 4 8
(8B-Instruct) Adamw
Llama 3.2 2e−4 Paged 4 8
(3B-Instruct) Adamw
XGLM 1.7B 2e−3 Adam 4 8

Table 4: Parameter settings for different models

study (BLEU) score, the Character-level F-score++
(ChrF++), and Accuracy metrics on the develop-
ment and test dataset.

5.3 Comparative Analysis

From Table 3, we observed that Llama 3.2 (8B-
Instruct) demonstrated the best performance for
sentence transformation tasks in Bribri, Guarani,
and Maya languages. For Bribri, it achieved the
highest BLEU score of 22.36 and ChrF++ of 50.46
in few-shot settings on the development set. Simi-
larly, for Guarani, it secured a BLEU score of 22.99
and ChrF++ of 58.35, while for Maya, it excelled
with a BLEU score of 57.16 and ChrF++ of 82.48.
In contrast, XGLM 1.7B performed poorly with
significantly lower scores across all languages and
settings. Few-shot prompting consistently outper-
formed zero-shot prompting for all models, demon-
strating its advantage in low-resource language
tasks. The submitted system using Llama 3.2 (8B-
Instruct) performed well on the test sets, as shown
in Table 5. It achieved competitive BLEU and
ChrF++ scores, particularly for Maya, and secured
9th place on the leaderboard.

Language Type Evaluation Metrics
Acc BLEU Chrf++

Bribri
dev 6.21 22.36 50.46
test 0.4167 19.51 50.29
base 5.66 20.35 45.56

Gurarani
dev 10.53 22.99 58.30
test 1.92 13.67 58.55
base 22.78 34.99 78.72

Maya
dev 21.31 57.16 82.48
test 13.55 55.86 80.12
base 26.17 52.38 78.72

Table 5: The results of the submitted system on the
development and test sets using Llama 3.2(3B-Instruct)
Model

6 Conclusion

The research demonstrates the feasibility of using
LLMs for sentence transformation tasks in Indige-
nous languages. The performance of the models,
particularly when compared to a simple edit tree
baseline, fell short across all tested languages. Fac-
tors such as excessive preprocessing, overly com-
plex prompts, a small dataset size, and high out-
of-vocabulary (<unk>) token rates in the model
tokenizer may cause these challenges. Among the
experimented models, Llama 3.2 is the most ef-
fective system. Few-shot prompting proved par-
ticularly advantageous for low-resource languages.
However, this work provides valuable insights into
the obstacles faced when applying LLMs to low-
resource languages.

Limitations

Several limitations were identified in this study.
First, the provided dataset is quite small, which im-
pacted model generalization. The limited availabil-
ity of annotated data particularly affected Guarani,
where language-specific adaptations were not im-
plemented due to time constraints. Computational
constraints also restricted broader experimentation
with larger-scale models or ensemble techniques.
Addressing these limitations will be crucial for fu-
ture advancements in Indigenous language process-
ing.

Future Work

Future research should focus on advancing dataset
quality and diversity through innovative data aug-
mentation techniques, such as back-translation,
contextual embedding-based augmentation, and
syntax tree manipulation. Using methods like en-
semble learning or hybrid modeling could also
boost performance in sentence transformation tasks.
Additionally, integrating neural morphology exten-
sions to handle complex linguistic structures would
improve sentence transformation tasks. Expanding
this work to include more endangered languages
could help preserve cultural heritage through NLP.
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