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Abstract

We present a hybrid approach for Akkadian
lemmatization in the EvaCun 2025 Shared Task
that combines traditional NLP techniques with
large language models (LLMs). Our system
employs three Base Predictors—a dictionary
lookup and two TS5 models—to establish initial
lemma candidates. For cases where these pre-
dictors disagree (18.72% of instances), we im-
plement an LLM Resolution module, enhanced
with direct access to the electronic Babylonian
Library (eBL) dictionary entries. This module
includes a Predictor component that generates
initial lemma predictions based on dictionary
information, and a Validator component that
refines these predictions through contextual rea-
soning. Error analysis reveals that the system
struggles most with small differences (like cap-
italization) and certain ambiguous logograms
(like BI). Our work demonstrates the benefits of
combining traditional NLP approaches with the
reasoning capabilities of LLMs when provided
with appropriate domain knowledge.

1 Introduction

Akkadian lemmatization presents significant chal-
lenges due to complex morphology, logographic
elements, and varying scholarly conventions. De-
spite significant advances in neural lemmatization
approaches (Sahala and Lindén, 2023), ambiguities
continue to resist automated resolution. The Eva-
Cun 2025 shared task explores how LLMs can be
integrated into lemmatization workflows for Akka-
dian texts. In this paper, we present our hybrid ap-
proach that strategically combines traditional NLP
techniques with LLLM capabilities. Our system is
motivated by the observation that while most Akka-
dian forms can be reliably lemmatized through con-
ventional methods, a small but significant percent-
age requires deeper analysis. We leverage this find-
ing by directing our LLM resources specifically
toward resolving these difficult cases.

2 Related Work

Prior work on Akkadian Lemmatization and neigh-
boring tasks primarily relies on rule-based systems.
For instance, Kataja and Koskenniemi (1988) use
finite-state transducers to analyze Akkadian mor-
phology, while Macks (2002) employs a Prolog
Definite Clause Grammar. Particularly significant
in practice is L2 (Tinney, 2019), a dictionary-based
tool that has been used to annotate the Open Richly
Annotated Cuneiform Corpus (Oracc).!

More recently, Sahala et al. (2020) explore finite-
state approaches to Ancient Babylonian through
their BabyFST model, highlighting the challenges
posed by word form ambiguity. The field has since
advanced to neural approaches with BabyLem-
matizer (Sahala et al., 2022) and its successor
BabyLemmatizer 2.0 (Sahala and Lindén, 2023),
which represent the current state of the art.

Beyond the Akkadian-focused systems de-
scribed above, broader lemmatization research in
recent shared tasks has established sequence-to-
sequence modeling as an effective approach across
multiple languages (Wrébel and Nowak, 2022; Yan-
garber et al., 2023; Riemenschneider and Krahn,
2024). We incorporate this proven methodology
while investigating how LLMs can extend and en-
hance these techniques for Akkadian specifically.

3 System Architecture

In this section, we present our lemmatization sys-
tem architecture, illustrated in Figure 1. Our ap-
proach implements a hierarchical approach wherein
base predictors handle standard cases, while LLM
components address more challenging instances.

3.1 Input

The input layer of our lemmatization pipeline ac-
cepts two primary data elements: the token of in-
terest to be lemmatized and the full fragment in

]https: //oracc.museum.upenn.edu/index.html.
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Figure 1: Overview of our system architecture.

which this token appears. In addition to providing
contextual information, the full fragment serves an
important technical purpose: it enables our system
to detect which lemmatization convention should
be applied to the output.

Domain Detection. An initial analysis of the
training data reveals a critical distinction between
two different lemmatization conventions that im-
pact how a word should be lemmatized. The dataset
contains a mixture of texts following either the
Archibab (Charpin, 2014)? or the eBL? format. For
example, “lord” appears as “bélum” in Archibab
(with circumflex accent and mimation) but as “b€lu
I” in eBL (with macron, no mimation, and Roman
indexing). The transliterated text follows different
standards as well: while the data belonging to eBL
uses curly brackets for determinatives, Archibab
employs parentheses. Moreover, while eBL consis-
tently uses lowerscript indices to distinguish homo-
phones, Archibab uses the acute and grave accents
for the indices 2 and 3 (e.g., “u two” is written as
“uo” in eBL and as “d4” in Archibab).

To address this challenge, our first processing
step determines whether to follow the eBL or
Archibab lemmatization format by analyzing the
full fragment context. We develop a rule-based do-
main detection method that determines the target
format by analyzing the input format. For example,
a transliterated fragment containing parenthesized
determinatives and acute accents (e.g., “[...] i-na-
an-na ma-ar-ta be-li-ia (I)-(munus)-ki-ru-u $a [...]”
would be identified as Archibab-style, indicating
that “be-li-ia” should be lemmatized as “b&lum”.
Conversely, a fragment with subscript numbers and
curly braces (e.g., “[...] Su-pi Sag be-liz-ia lu ta-a-bi

Zhttps://www.archibab. fr/home.

Shttps://www.ebl.lmu.de/.

[...]”) would be classified as eBL-style, signaling
that “be-lis-ia” should be lemmatized as “belu I”.

3.2 Base Predictors

Our system is built on the observation that lemma-
tization difficulty varies across tokens, with only
a subset requiring complex disambiguation. We
therefore leverage a dictionary lookup and TS5 mod-
els to handle most of the predictions.

Dictionary Lookup. When splitting the training
data into 95% train and 5% validation data, a sim-
ple dictionary lookup already achieves 77.63% ac-
curacy on the validation set. This baseline approach
is further improved with a domain-aware dictio-
nary lookup, which reaches 82.63% accuracy. Our
domain-aware implementation maintains separate
dictionaries for eBL and Archibab; when a token
cannot be found in the domain-specific dictionary,
the system falls back to a merged dictionary con-
taining entries from both domains.

TS Models. In recent shared tasks, treating
lemmatization as a sequence-to-sequence task has
proven successful (Wrébel and Nowak, 2022; Yan-
garber et al., 2023; Riemenschneider and Krahn,
2024). Following this established approach, we pre-
train our own Akkadian TS model on the transliter-
ated texts provided by the task organizers, as addi-
tional data was not permitted under the competition
rules. Specifically, we train a T5p,5. model for 100
epochs using nanoT5 (Nawrot, 2023). We fine-tune
this pre-trained model twice, each time with a dif-
ferent 5% held-out validation split, continuing until
we observe no improvements in lemmatization ac-
curacy for five consecutive evaluation runs.

The input format for both models consists of
a domain token followed by a window of three
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tokens before and after the target, with special
tokens delimiting the target: For instance, “[DO-
MAIN=eBL] BI ip-pal-si-hu ina [special_token_0]
MUL.MUL [special_token_1] u {d}30 IGI-Sus-nu-
ti-ma” should be lemmatized as “zappu I”. De-
spite this contextualized representation, our two
TS5 models achieve only 86.96% and 88.25% vali-
dation accuracy respectively, barely outperforming
the dictionary-based approach and showing limited
generalization to unseen forms.

We utilize model disagreement as a signal for
identifying challenging lemmatization decisions.
When at least two of our three base models pro-
duce different predictions for a given token, we
invoke a LLM resolution strategy. This targeted
approach allows us to process the majority of cases
efficiently: 81.28% of the test set was lemmatized
using only our base predictors, while the more so-
phisticated LLM resolution was reserved for the
remaining 18.72% of challenging cases.

3.3 LLM Resolution

The difficult cases requiring LLM intervention
present a dual challenge: on one hand, they re-
quire reasoning to determine the correct lemma.
On the other hand, we are simultaneously con-
fronted with arbitrary lexicographic conventions
that cannot be derived through reasoning alone. For
instance, “kasapu” is a homonym that can mean
either “to break (into bits)” or “to make funerary
offering”, but even after correctly determining the
lemma and its meaning, the assignment of Roman
indices (I for “break” versus II for “funerary of-
fering”) follows arbitrary conventions rather than
linguistic principles.

To address this challenge, we prepare the LLM
input text with comprehensive contextual informa-
tion: the full textual fragment, the target token, pre-
dictions from all base models, and—importantly—the
corresponding dictionary definitions retrieved from
the eBL lexicon. Additionally, we augment this in-
formation with up to three representative examples
from the same textual domain, selected first from
exact matches of the target token and then supple-
mented with similar forms (based on Levenshtein
distance) when necessary. We ensure diversity in
our examples by including only one example per
lemma, thereby presenting three different lemmata
to the model. This approach provides information
on how lemmatization conventions are structured
within the specific domain.

The enriched context supports a two-stage LLM

resolution process. First, an LLLM Predictor ana-
lyzes the available information to generate an initial
lemma prediction. Then, a second LLM instance
serves as a Validator, reviewing both the original
context and the predictor’s reasoning to make the
final determination. In our implementation, we
use Anthropic’s claude-3-7-sonnet-20250219%
as both Predictor and Validator.

LLM Predictor. The Predictor component lever-
ages the LLM’s reasoning abilities while bridging
the gap to arbitrary conventions through the se-
lected contextual information. By analyzing the
full fragment, the dictionary definitions, and con-
sidering domain-specific examples, the Predictor
generates both a reasoned explanation and a lemma
prediction.

LLM Validator. The Validator component re-
ceives all the information provided to the Predictor,
along with the Predictor’s reasoning and lemma
choice, as well as the dictionary definition of the
Predictor’s proposed lemma. This second-stage ver-
ification ensures that even when the correct lemma
was not present in the base model predictions, it
can still be properly evaluated against the eBL lexi-
con. The Validator considers all available evidence
to make the final determination, serving as a safe-
guard against potential errors in the Predictor’s
analysis.

Postprocessing. The resulting LLM-based pre-
diction system usually follows the domain-specific
standards, but exhibits a bias toward eBL conven-
tions due to our reliance on the eBL lexicon. To en-
sure domain-appropriate outputs, we apply targeted
post-processing rules that adapt the lemmata to
their domains. For instance, in the Archibab texts,
we remove Roman indices and replace macrons
with circumflexes (converting 2, €, 1, U to 4, &, 1,
). Conversely, for eBL texts, we verify the pres-
ence of required Roman indices, falling back to
the closest base model prediction when necessary.
This post-processing ensures that our final lemmata
adhere to the expected conventional standards of
each domain.

4 Error Analysis

Base Model Performance. Our system architec-
ture enables a systematic analysis of error patterns
at each stage of the prediction pipeline. We begin

4https: //www.anthropic.com/news/
claude-3-7-sonnet.
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Figure 2: Base Model Failures Despite Agreement (%).

by examining the performance of our base pre-
dictors in cases where they unanimously agree,
thereby bypassing the need for LLM interven-
tion. Across the two independent train/validation
splits, we observe that when both the dictionary
lookup and T5 model agree on a lemma prediction,
their combined accuracy reaches 97.2% + 0.04%.
This analysis validates our architectural decision to
avoid LLM processing when base predictors reach
consensus, as the error rate in these cases consis-
tently remains below 3%. Although we cannot
directly measure the error rate when all three sys-
tems (dictionary and both T5 models) agree due
to training data overlap, we can reasonably expect
this error to be even lower than the observed 2.8%.

We present an analysis of the 2.8% of cases
where base models fail despite agreement in Fig-
ure 2. The logogram NU represents the most fre-
quently mispredicted form (5% of all errors), where
the system consistently predicts “la I”” instead of
the contextually appropriate “lu I’ or “salmu II”.
This pattern reveals a fundamental limitation in the
models’ ability to disambiguate logogram based
on context, highlighting a specific area where tar-
geted improvements could yield significant gains
in overall system performance. (ii) Similarly, the
logogram BI (3.65% of errors) demonstrates limi-
tations in grammatical reasoning, with the system

defaulting to “Su I”” instead of contextually appro-
priate alternatives like “Suati I’ or “S11”.

(iii)) The divine name {d}UTU represents the
second most frequently mispredicted form (4.2%
of errors), where our system consistently predicts
“Samas I’ while the gold standard sometimes re-
quires “SamS$u I”. This distinction is particularly
subtle, as it is often the case that both lemmata are
valid, depending on contextual interpretation.

(iv) The largest category of systematically identi-

fiable errors (24.22%) involves cases where predic-
tions differ from gold standards by only a single let-
ter. Within this category, capitalization accounts for
4% of all errors, where the system correctly iden-
tifies the lemma but uses incorrect capitalization
(e.g., “Sarru I’ vs. “Sarru I’). Accent differences
account for 1.92% of errors. Arguably, lemmata
derived from the same root, e.g., “salamu I” and
“salmu I both being valid lemmata for GEg, also
belong in this category as they represent minor
variations of the same lexical concept. These “near-
miss” errors suggest that a substantial portion of
the system’s failures involve formatting variations
rather than fundamental misunderstandings of the
underlying lexical items. Roman index errors rep-
resent a more significant issue (7.32% of all errors),
where the system identifies the correct lemma but
assigns an incorrect index.

LLM Resolution Performance. To analyze the
performance of our LLM Resolution approach, we
examine 500 instances where Base Predictors dis-
agree on the validation data. The overall accuracy
on these challenging cases is 77.4%. The LLM
Predictor contributes significantly to this perfor-
mance, correctly resolving 73.6% of cases. The
Validator module further improves results by cor-
rectly resolving an additional 4% of cases, though
it occasionally introduces errors (0.2% of cases).
Post-editing rules correct another 1.4% of cases.

Figure 3 presents an error analysis of the remain-
ing cases where our approach fails. The analysis
reveals that Roman Indices are particularly well-
handled through the LLM’s reasoning capabilities,
as the model can effectively leverage dictionary en-
tries to reach correct conclusions. Similarly, almost
all cases involving the logogram NU are success-
fully resolved. The logogram BI remains more
challenging, with our system failing in 36.37% of
all cases involving this logogram.

We hypothesize that these cases are not a limita-
tion of the LLLM but rather due to a peculiarity in
Akkadian lemmatization, where case and gender
variations may require distinct lemma entries (e.g.,
“S1 I” or “Suati I’). Given that personal pronouns
and common logograms like BI appear frequently
in the corpus, improving the model’s handling of
these cases could enhance overall performance. Fu-
ture improvements could include explicitly instruct-
ing the model about the specific lemmatization con-
ventions for these special cases.

Additionally, our analysis reveals several previ-
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Figure 3: LLM Model Failures (%).

ously unclassified cases of Sumerogram Ambiguity
that become apparent as other error types are re-
solved. These cases are categorized as “Other” in
Figure 3 and are beyond the scope of our current
qualitative analysis.

5 Outlook

Our system was designed specifically for the Eva-
Cun 2025 Shared Task, utilizing only the data pro-
vided by the task organizers. In a real-world im-
plementation scenario, several enhancements could
substantially improve performance.

A straightforward improvement involves im-
plementing more powerful base predictors. For
instance, adapting the BabyLemmatizer or pre-
training a more comprehensive TS model on the
full corpus of available digitized Akkadian texts—
rather than being limited to the task-provided data—
would establish a stronger foundation for the entire
system. The BabyLemmatizer has demonstrated
accuracy rates of approximately 95% (albeit on
different datasets), indicating significant potential
improvements for base lemmatizers that could be
seamlessly integrated into our architecture.

Another limitation of our current approach stems
from working with an LLM with closed weights.
As it is not possible to fine-tune Claude, we in-
vested considerable effort in designing prompts that
would guide the model to produce appropriately
formatted output, creating computational overhead
during inference. Parameter-efficient fine-tuning
methods such as LoRA (Hu et al., 2022) could po-
tentially streamline this process by teaching the
model expected output formats directly. Unfortu-
nately, our initial experiments with Qwen (Yang
et al., 2024) and Gemma (Riviere et al., 2024)—
models offering accessible weights—yielded subop-

timal results, likely due to their limited capabilities
with Akkadian language processing.

6 Conclusion

We present our system for the EvaCun 2025 Shared
Task on lemmatization, which combines traditional
NLP approaches with LLLM capabilities. Our ap-
proach consists of three Base Predictors—a dictio-
nary lookup and two TS5 models—augmented with
an LLM module that resolves difficult cases, di-
rectly accessing the eBL dictionary entries.

In our analysis, we demonstrate that while the
Base Predictors achieve already high performance,
the LLM Module significantly enhances results by
resolving challenging cases. The error analysis
reveals that our approach is particularly effective at
handling Roman Indices, where the LLM’s ability
to reason over dictionary entries proves valuable, as
it can effectively disambiguate between lemmata by
leveraging contextual clues and domain knowledge.

Our work highlights an important methodologi-
cal consideration in applying Al to specialized lin-
guistic tasks: the trade-off between fine-tuning and
prompting approaches. Fine-tuning language mod-
els offers the advantage of domain adaptation but
risks overfitting to biases present in limited training
data. In contrast, prompting LLMs as demonstrated
in our approach preserves their general reasoning
capabilities but presents challenges in precisely
controlling output format and applying domain-
specific conventions. While our system success-
fully augmented the LLM with demonstrations and
dictionary entries, future work could benefit from
more structured guidance through explicit instruc-
tions about lemmatization conventions, particularly
for edge cases involving case variations, Sumerian
logograms, and personal pronouns.
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