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Abstract

We present a novel framework for authorial
classification and clustering of the Qumran
Dead Sea Scrolls (DSS). Our approach com-
bines modern Hebrew BERT embeddings with
traditional natural language processing features
in a graph neural network (GNN) architecture.
Our results outperform baseline methods on
both the Dead Sea Scrolls and a validation
dataset of the Hebrew Bible. In particular,
we leverage our model to provide significant
insights into long-standing debates, including
the classification of sectarian and non-sectarian
texts and the division of the Hodayot collection
of hymns.

1 Introduction

The discovery of the Dead Sea Scrolls in the mid-
20th century represented a turning point in bib-
lical studies and Jewish history, providing a new
view into the religious and cultural world of early
Judaism and into the theological background of
Christianity (VanderKam and Flint, 2005). We dis-
cuss the scrolls found in the caves from Qumran,
on the shore of the Dead Sea. This is a large col-
lection of approximately 900 scrolls representing a
large variety of compositions (i.e. literary entities,
books or treatises), each of them featuring its own
development history. A large part of the scrolls
represents the writings of a community (Collins,
2010) while many other scrolls potentially origi-
nate with wider circles of contemporary Judaism.
These distinctions, in particular questions of author-
ship, classification, and origins remain unresolved,
fueling scholarly debates for decades. The present
study focuses on two such questions.

The first question is the inner division and com-
position of the collection of Hodayot hymns, par-
ticularly the well-preserved copy 1QH? from Qum-
ran Cave 1. While earlier research distinguished
a class of "Teacher Hymns" from the "Commu-
nity Hymns" in the rest of the collection (Douglas,
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1999), this division is now contested or modified
(Newsom, 2021; Johnson, 2022). The second ques-
tion is the distinction between sectarian and non-
sectarian scrolls; While this distinction was once
considered consensus (Dimant, 2014), it is now
debated (Martinez, 2010).

Compounding these challenges is the fragmen-
tary nature of the scrolls. The title "scrolls" may be
misleading, since most of the corpus is preserved
in fragments except for a handful of more com-
plete scrolls. Many texts are incomplete, with re-
constructed or uncertain words, making traditional
manual analysis both laborious and subjective.

Recent advances in Natural Language Process-
ing offer new possibilities for analyzing ancient
texts like the DSS. However, applying compu-
tational techniques to ancient Hebrew presents
unique difficulties. Hebrew is a highly inflected
and morphologically rich language with ambigu-
ous word boundaries, inconsistent orthography, and
the absence of vowels in many texts. Even mod-
ern Hebrew NLP tools face accuracy issues (Tsar-
faty et al., 2019). These challenges increase when
dealing with ancient forms of the language. This
complexity, combined with the fragmentary and
noisy nature of the DSS, necessitates robust and
innovative computational approaches.

To our knowledge, computational approaches to
the DSS are limited. Traditional stylometry meth-
ods have been applied, as demonstrated by Starr
(Starr, 2019), and classifiers for biblical texts have
been explored in the Dicta-Tiberias project!. Ad-
ditionally, Yoffee et al. (Biihler et al., 2024) inves-
tigated text partitioning in the Bible, highlighting
the potential for structural analysis using computa-
tional techniques. Van Hecke’s (Van Hecke, 2018)
work represents one of the only applications of
NLP methods to the DSS, using basic computa-
tional linguistics techniques like tri-grams. While
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Figure 1: A sketch of the research outline. (a and b) Data collection and chunking. (¢) Converting the text to
numerical embeddings with BERT semantic model. (d) Graph generation based on statistical features. (e+f) Graph
neural network training and extraction of integrated embeddings. (g) Application to clustering and classification

questions.

tri-grams can effectively capture local orthographic
and morphological patterns (Kulmizev et al., 2017),
they are limited in their ability to encode deeper
semantic relationships. In our study, we build upon
this foundational work by incorporating tf-idf (see
definition below) and trigram features, which pro-
vide a more nuanced representation of word im-
portance across the corpus. We additionally ap-
ply modern semantic embeddings from BEREL
(Shmidman et al., 2022), a pre-trained BERT model
trained on rabbinic Hebrew literature. This hybrid
approach allows us to integrate statistical and se-
mantic features, addressing both the fragmentary
nature of the DSS and the inherent challenges of
processing ancient Hebrew.

Graph Neural Networks (GNNs) have emerged
as powerful tools for representing textual data, par-
ticularly for tasks involving relationships between
textual entities. Models such as TextGCN (Yao
et al., 2018) and BertGCN (Lin et al., 2021) have
demonstrated success in text classification by lever-
aging graph structures, where nodes represent doc-
uments or words, and edges capture co-occurrence
or semantic relationships. Other works (Yang et al.,
2021; Huang et al., 2019), explore alternative GNN
architectures, showcasing the versatility of graph-
based approaches in text-related tasks.

Unsupervised clustering for text data, particu-
larly ancient and fragmentary texts like our corpus,
presents substantial difficulties.

(Kipf and Welling, 2016) have shown good results
in unsupervised learning by leveraging graph neu-
ral networks to generate latent representations that
can be used for clustering. However, their appli-
cation to textual datasets, particularly ancient and
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Hebrew corpora, has been limited (some related
research exists, such as clustering in the Akkadian
language (Stekel et al., 2021)). Our work inte-
grates semantic and statistical features of the DSS
within a graph neural network architecture to ad-
dress the challenges posed by the unique charac-
teristics of this corpus. The resulting embeddings
of text chunks are used for clustering and classifi-
cation of the scrolls, providing significant insights
into their structure and content.

2 Methods

We developed a novel model for representing the
DSS corpus. Below, we describe the data collection
and preprocessing, the representation model, hyper-
parameter tuning and performance evaluation.

2.1 Data Collection

We used transcriptions of the DSS based on the data
files prepared by Martin Abegg?. This data pow-
ers popular biblical software like Accordance and
DSS Electronic Library. We used the Text-Fabric
(Roorda, 2019) package, enabling the extraction of
both textual content and morphological features for
each word.

The corpus was filtered using several criteria.
Paratextual elements such as document name, frag-
ment, column, and line numbers were removed,
along with all reconstructed text. Letters marked as
probable or possible by the editors were retained,
while textual gaps were excluded to prevent their
analysis as inherent characteristics of the docu-
ments. Additionally, doubt marks, non-Hebrew
characters, and redundant spaces were eliminated.

Zhttps://github.com/ETCBC/dss
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We focused exclusively on Hebrew scrolls, exclud-
ing Aramaic and Greek. Biblical scrolls were not
included in the analysis but rewritten biblical texts
like 4Q364 were studied since those texts are com-
parable to other Qumranic material. Finally, the
analysis was restricted to Hebrew scrolls contain-
ing a minimum of 300 words.

The texts of each composition were divided
into fixed-size chunks; after evaluating various
chunk sizes and overlapping ratios (details in Ap-
pendix A), a chunk size of 100 words with an over-
lap of 15 words was chosen. This configuration
ensures sufficient representation of smaller scrolls,
many of which contain fewer than 500 words, while
maintaining granularity for within-scroll analyses.
This configuration yielded a dataset with 978 text
chunks.

In addition, we curated a set of labels for valida-
tion purposes: sectarian / non-sectarian classifica-
tion and composition name labels, e.g. War Scroll,
Instruction, etc (Appendix B).

2.2 Document Representation

We represented each text chunk using both seman-
tic and statistical features. For the semantic compo-
nent, we rely on two Hebrew BERT-based models:
BEREL, which is trained on rabbinic texts (closer
to DSS Hebrew than modern Hebrew), and Aleph-
BERT (Seker et al., 2022), which is more general
for Hebrew tasks. Each text chunk is encoded as
a 768-dimensional vector by extracting the final
hidden representation of the [CLS] token from the
model’s last layer.

For the statistical component, we use term fre-
quency—inverse document frequency (tf-idf). Given
a term ¢ in a document d, tf-idf is defined as:

tf-idf(t, d) = tf(t, d) - IOg(de(t))’

where tf(¢, d) is the frequency of ¢ in d, N is the
total number of documents, and df(¢) is the num-
ber of documents containing ¢. Additionally, we
include tri-grams: sequences of three consecutive
characters, to capture local orthographic and mor-
phological features.

2.3 Graph Construction

We use a graph neural network (GNN) framework
where adjacency matrices are derived from co-
sine similarity between text chunk embeddings
(tf-idf and trigram). For each embedding type,
we first create a matrix A* € [R"chunkX7chunk
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where A7, = cosine_similarity (chunk;, chunk;)
if cosine_similarity(chunk;, chunk;) > ¢, and
A7, = 0 otherwise.

Let D* be the degree matrix of A*. We then
apply symmetric normalization to obtain the matrix

A* c Rnchunk X Tchunk :

- 1 1
A*=(D*)"2 A*(D*) 2.

We perform this procedure separately for both em-
bedding types (i.e., #f-idf and frigram), resulting
in A%y and At*rigram. Next, we combine these nor-
malized matrices via element-wise addition:

M;; = A:%df,i‘ + A}

7 trigram,sj *

We then apply a threshold A to M to form our ad-
jacency matrix A, and normalize it using the same
symmetric normalization procedure, yielding our
final adjacency matrix A. This adjacency matrix
represents edges between text chunks whose com-
bined similarity (over tf-idf and trigram) exceeds
the threshold h.

2.4 Model

For generating refined text embeddings, we use
a Graph Auto Encoder model (Kipf and Welling,
2017). Our model uses a two-layer GNN to en-
code graph structure and node features into a low-
dimensional latent space.

The graph is represented by a normalized ad-
jacency matrix A € RY*N_ Node features are
represented as a matrix X € RV*P where each
node is initialized with a BERT-based embedding
vector. The latent space representation is given by
Z € RV*F The GNN layers propagate informa-
tion through the graph, defined as:

GNN(X,A) = AReLU(AXW)W;, (1)

where W and W are trainable weight matrices.

The decoder reconstructs the adjacency matrix A
using the inner product of the latent representations.
For a given edge A;;, the decoder predicts the edge
probability as:

Aij=0(Z; 7)), )

where o (-) is the sigmoid function, and Z; and Z;
are the latent representations of nodes ¢ and j. The
reconstruction loss is computed as:

1 .
L=—"7F— log Aij
N (ij)z:eg+ 0g Al]
. | A 3)
—ﬁ Z log(1 — Aij),
(1,5)€E—
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Figure 2: Unsupervised scroll clustering results using different feature extraction methods. Red bars correspond to
classical NLP features, blue bars to Hebrew BERT embeddings).

where £+ and £— are the sets of positive and neg-
ative edges, respectively. Negative edges are sam-
pled using negative sampling (Velickovi¢ et al.,
2018), which is a technique that randomly selects
non-existing edges to serve as negative examples in
the training. We specifically ensure that the number
of negative edges matches the number of positive
edges.

During training, we apply a dropout rate of 0.2
along with batch normalization to prevent overfit-
ting.

2.5 Clustering and evaluation

We used two clustering algorithms: agglomerative
clustering with Ward’s linkage (Jr., 1963) for hi-
erarchical clustering, and k-means clustering for
flat clustering. Both Ward’s linkage and k-means
clustering optimize the same objective: minimiz-
ing within-cluster variance, expressed as squared
Euclidean distances. The number of clusters is
set to the number of compositions in the corpus,
reflecting the basic distribution of our dataset.

To assess the clustering performance, we used
the Jaccard measure (Rousseeuw, 1987) for ex-
ternal evaluation, where the labels correspond to
the compositions. We also used the Dasgupta ob-
jective (Dasgupta, 2015), which is a custom cost
function for evaluating hierarchical clustering mod-
els. This method calculates the cost function over
a hierarchy of points, given pairwise similarities
between those points. In our approach, these sim-
ilarities are determined by the adjacency of text
chunks: for any two consecutive chunks, we assign
a similarity score of 1.
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2.6 Baselines

We compared our method against several baseline
embedding models, including character trigrams,
tf-idf and BERT. For each baseline, we applied
the same clustering procedure as in our proposed
method, using k-means on the text chunk embed-
dings, with k set to the number of scrolls or com-
positions.

2.7 Parameter Tuning

To determine the optimal hyper-parameter config-
uration, we performed a grid search over a range
of values for the number of edges (derived from
t and h), graph construction methods, hidden di-
mensions, and learning rates. The optimization
criterion was based on minimizing the training
loss, with early stopping applied when the loss
improvement was less than epsilon. For each set
of hyper-parameters, we used 10-fold nested cross-
validation to evaluate the embedding performance,
measured as the average over all folds. The models
were trained using the Adam optimizer (Kingma
and Ba, 2017) with a weight decay regularization
term of Se-4.

2.8 Code and data availability

The code developed for this paper has been made
publicly available 3, and the resulting dataset has
been uploaded to the Hugging Face Hub * to facili-
tate future research efforts. All of our algorithms
were implemented in Python 3.10 and executed on

3https://github.com/yonatanlou/QumranNLP
4https: //huggingface.co/datasets/yonatanlou/
QumranDataset


https://github.com/yonatanlou/QumranNLP
https://huggingface.co/datasets/yonatanlou/QumranDataset
https://huggingface.co/datasets/yonatanlou/QumranDataset

a personal MacBook Pro (M2, 2022, 16 GB RAM,
512 GB SSD).

3 Results

We developed a new method that applies a GNN
architecture to integrate semantic and linguistic fea-
tures for clustering of the Qumran Scrolls. First,
we identified the optimal parameters by tuning the
unsupervised model on the entire Qumran corpus,
demonstrating that our algorithm outperforms base-
line methods. We then validated the algorithm on
the Hebrew Bible dataset, achieving similar per-
formance and confirming its robustness. Finally,
we used the trained model to extract improved text
embeddings, which were applied to address vari-
ous well-known research questions. We used the
BEREL model which yields the best results across
our experiments.

3.1 Model evaluation

We evaluated our model based on its performance
on the entire Qumran corpus, yielding a GNN with
978 nodes and 9,391 edges. This evaluation ex-
plored different initial BERT embeddings and com-
pared them to our baseline methods (see Figure 2).
Interestingly, classical methods like tri-grams and
tf-idf demonstrated competitive results compared
to the BERT embeddings, likely due to the unique
characteristics of our corpus. The GNN-based
methods in these experiments were based on tf-
idf and trigram based similarities, yielding the best
overall performance.

3.2 Text clustering

The present section will address two research ques-
tions about the homogeneity and coherency of the
Qumran corpus, both on a large and a smaller scale.
It was apparent earlier on that some scrolls reflect
the vocabulary, style and theology of a separate
community with its ideas and institutions. The core
texts of that group were found as well preserved
scrolls in Qumran Cave 1 and were published in
the 1950s. It was also clear that some compositions
did not belong to the Yahad community but were
rather a heritage of wider circles. The dividing line
between the categories seemed clear at first (New-
som, 1990; Dimant, 2014), but in recent decades it
has been debated. Many new fragmentary compo-
sitions were found in Cave 4 whose social identity
is uncertain, and in addition the definition of a
"sect" and the outright connection between it and
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its literary product was problematized. We there-
fore venture to test whether these categories could
be achieved using advanced clustering techniques.
A first research question pertains to the composi-
tion and inner-variety of the collection of Hodayot
hymns.

Clustering within the Hodayot. We examine
one of the large scrolls from Cave 1, the Hodayot
scroll 1QH? containing religious hymns on the life
of the community. These hymns have parallels
in fragmentary copies from Cave 4, but they will
not be examined here as the problem is clearest
on the largest copy. A prevalent theory distin-
guished two types of hymns: Teacher Hymns and
Community Hymns, as defined in (Douglas, 1999;
Johnson, 2022) based on earlier studies. While
the hymns are quite similar, experts detected in
them different vocabulary and themes. The exact
extent of the Teacher Hymns within 1QH? is de-
bated. Douglas saw them as a block of material
concentrated in columns 10-17, and the Commu-
nity Hymns in columns 2-8, 18-24. Douglas con-
siders Columns 9 and 18-20 as transition material
enveloping the Teacher Hymns, that can therefore
belong to each of the groups. Other studies saw the
Teacher Hymns as a dispersed group through the
entire scroll. The existence and extent of Teacher
Hymns are examined here. We applied our GNN
model to the Hodayot composition. Using these
embeddings, we applied hierarchical clustering to
perform unsupervised clustering. Our analysis (Fig-
ure 3) identified the following clusters:

* Cluster 1 (Purple) and cluster 2 (Red) contain
Teacher Hymns from columns 10-16, with two
chunks from the enveloping material (columns
18-19).

* Cluster 3 (orange) and cluster 4 (green)
contain primarily Community Hymns from
columns 1-9, 18-23, with several transitional
chunks from column 9 and two hymns from
columns 14 and 15. Three chunks from
columns 11, 12, 15 stand at the edge of the
cluster.

The results overwhelmingly confirm the exis-
tence of a distinct category of Teacher Hymns.
Moreover, the results confirm that Teacher Hymns
are clustered at the center of 1QH?, with only a
few outliers. These outliers will be discussed in a
dedicated article intended for the Qumran research
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Figure 3: Dendrogram of the Hodayot composition clus-
tering using the best-performing GNN model.

community. Notable is the identity of 3:33—4:26,
which received a cluster of its own, as well as the
presence of 14:10-18 and 15:32—41 within the clus-
ter of Community Hymns. The blurred identity of
the transition passages, as well as some outliers,
may be attributed to a unifying “Maskil” redaction
(Johnson, 2022).

Classification of sectarian scrolls. The cluster-
ing of sectarian compositions produced less defini-
tive results although it did point out two main
clusters of sectarian compositions. The cluster-
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ing depends on three categories: 1) core texts of
the yahad community based on their vocabulary
and content: War Scroll, Community Rule, Rule of
the Congregation, Hodayot, CD (Damascus Docu-
ment), Pesharim and similar documents (Dimant,
2014). 2) texts that do not display sectarian fea-
tures (such as Apocryphom Jeremiah), 3) Other
compositions which, while displaying some similar
features, are not fully consistent and their identity
remains debated (for example Shir Shabbat - the
Songs of the Sabbath Sacrifice). In this section
we clustered compositions rather than chunks. To
this end, we averaged each composition’s chunk
embeddings to obtain one vector per composition.
Then we performed hierarchical clustering on these
composition-level embeddings. The resulting den-
drogram is provided in Figure 4. The labeling in
this diagram is based on the composition level (e.g.,
Hodayot), with some labels representing groups of
related compositions, such as Pesharim, Rewritten
Pentateuch, and Calendrical Texts. The classifi-
cation as sectarian or non-sectarian is provided in
Appendix B. It is important to note that the clus-
tering process was entirely unsupervised and only
later compared with predefined labels.

Our expectation was that sectarian and non-
sectarian texts would cluster separately. The Cal-
endrical Texts and the Copper Scroll served as test
cases, as their distinct linguistic profiles should
stand out in an unsupervised clustering scheme.
The dendrogram shows two main clusters of sectar-
ian compositions, with text marked in black. Some
appear close to texts of uncertain identity, whose
sectarian status is now further supported. The yel-
low cluster includes seven clearly sectarian texts,
such as the Pesharim, MMT, the War Scroll, and
the Community Rule, making it strongly indica-
tive of sectarian content. The Apocryphal Psalms
(11Q11) also appear here, but the composition’s
small size and the wide dispersion of its embed-
dings limit the reliability of its clustering, espe-
cially after averaging those embeddings. At the
edge of the green cluster is CD, a prominent sectar-
ian text. Its proximity to the main sectarian cluster
reflects its sectarian character, whereas its literary
diversity in terms of genre and content accounts for
its location outside the core sectarian cluster.

The gray cluster at the top of the dendrogram
contains core sectarian texts such as Hodayot and
The Rule of the Blessings, next to the two wis-
dom texts Instruction and Mysteries. It also in-
cludes poetic compositions such as the Collections



of Psalms, Barkhi Nafshi, Songs of Maskil, Shir
Shabbat, and Daily Prayers, alongside the prayers
in Dibre Hameorot. This grouping highlights a set
of poetic and prayer texts whose sectarian identity
has been debated, now shown to align closely with
core sectarian compositions.

The Calendrical Texts and the Copper Scroll
cluster separately as expected, forming a distinct
group with high distance between other composi-
tions.

Analysis of the embeddings for each composi-
tion revealed that the dendrogram representation
might be misleading for compositions with high
dispersion across text chunks, such as the Apoc-
ryphal Psalms, Para Kings, Festival Prayers, and
the Book of Tobit. Their average representation
in the dendrogram does not fully reflect their true
properties. For instance, the entire red cluster con-
sists of such compositions. Upon analyzing these
text chunks, we found that most are highly fragmen-
tary, while the Book of Tobit exhibits significant
stylistic differences between its text chunks.

The green cluster at the bottom of the dendro-
gram highlights the model’s ability to capture the
stylistic characteristics of rewritten Bible texts.
This cluster includes the Temple Scroll, Rewrit-
ten Pentateuch texts, Dibre Moshe, Books of Tobit,
and the Book of Jubilees. This generic grouping
overrides the sectarian/non-sectarian division, gen-
erally placing the compositions in this cluster in
the non-sectarian group and instead aligns them
based on genre. While this clustering does not
directly address the sectarian question, it demon-
strates the model’s ability to identify main genres.
In summary, the model successfully confirms the
grouping of core organizational texts and aligns
Dibre Hameorot and Instruction with them. It ac-
curately identifies clear non-sectarian texts such
as The Book of Tobit and The Book of Jubilees.
These categorizations align with common labels
and highlight some unexpected groupings. How-
ever, the model does not produce distinct results for
the Rewritten Bible and prayer genres, reflecting
the complexity of these categories.

4 Conclusions

Our research introduces a novel GNN-based
method that effectively integrates semantic and lin-
guistic features for clustering Qumran texts. By
training an unsupervised model on the entire cor-
pus, we identified optimal parameters and demon-
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Figure 4: Dendrogram of compositions with sectarian
or non sectarian label.

strated that our approach outperforms baseline
methods.

The model’s ability to capture complex relation-
ships between text fragments and represent the text
with improved embeddings, allowed us to address
significant research questions related to authorship
and sectarian classification within the DSS corpus.
Our clustering results demonstrate that the cluster-
ing aligns closely with traditional divisions estab-
lished in the literature.

While our model provided promising results,
some of its aspects could be improved in future
work. Sentence-transformer models are particu-
larly effective for processing chunks of text and of-
fer the potential for greater precision. While there



is currently no pre-trained Hebrew model available,
these models could be fine-tuned on non-debatable
text chunks to create a robust embedding space
specifically tailored to the DSS corpus.

5 Limitations

While our study demonstrates promising results
in clustering and classifying the Dead Sea Scrolls,
it has several limitations that warrant considera-
tion. Specifically, the fragmentary nature of the
DSS corpus poses inherent challenges. The pre-
processing steps in this work could be improved,
and a comprehensive study dedicated to this topic
alone would be beneficial. Moreover, the corpus is
continually refined through ongoing manual work,
which means that the data used in this study may
differ slightly from future versions. The present
text of the scrolls is essentially that of the Discov-
eries in the Judaean Desert (DJD) series, as further
refined editions lack a comprehensive electronic
repository.

While our clustering results align with traditional
scholarly divisions, the evaluation relies on prede-
fined labels that may be subjective. The ground
truth for sectarian classification and text authorship
is not absolute, thus limiting the objectivity of the
performance metrics.
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A Pre-processing parameter evaluation

A.1 Chunk Size Evaluation

When dividing the DSS texts into chunks, a critical
factor was selecting an appropriate chunk size to
balance representation and analytical granularity.
Chunk sizes between 25 and 150 words were eval-
uated, with overlapping ratios of 5%, 10%, and
15%. Smaller chunk sizes increase the granular-
ity of the analysis but risk fragmenting the text
excessively, while larger chunk sizes reduce gran-
ularity and limit the number of chunks for shorter
scrolls. This limitation is particularly problem-
atic for scrolls containing fewer than 500 words,
as larger chunks may result in only one or two
chunks per scroll, hindering within-scroll cluster-
ing. While more advanced chunking techniques
exist (Qu et al., 2024), we chose to use a fixed-size
chunking method with overlap due to the highly
fragmentary and unordered nature of our corpus,
which lack the clear structural organization seen in
the Bible.

The evaluation showed that chunk sizes of 100
and 150 words yielded the best performance across
intrinsic and extrinsic clustering metrics. While
150-word chunks slightly outperformed in some
cases, 100-word chunks were ultimately chosen
to allow for better representation of shorter scrolls
and greater flexibility in downstream tasks. An
overlap of 15 words was selected as it provided a
good balance between minimizing information loss
and computational efficiency.

B Labeling details

We categorized the compositions into sectarian,
non-sectarian, and texts with undetermined identity
as follows:

» Sectarian texts: Calendrical Texts, Catena
and Florilegium, CD, Community Rule, Daily
Prayers (4Q503), Festival Prayers (4Q509),
Hodayot, Instruction (Musar Lamevin),
Melchizedek, Mysteries, Pesharim, Rule of
Blessings, Rule of the Congregation, Songs of
Maskil, Tanhumim, War Scroll, and 4QMMT.

Non-sectarian texts: Book of Jubilees, Book
of Tobit, and Copper Scroll (3Q15).

Texts with undetermined identity: Apoc-
ryphal Psalms, Apocryphon Jeremiah, Apoc-
ryphon Joshua, Barkhi Nafshi, Collections
of Psalms (4Q380-381), Dibre Hameorot,
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Dibre Moshe (1Q22), Para Kings (4Q382),
Prophecy Joshua, Pseudo-Ezekiel, Rewritten
Pentateuch, Ritual of Marriage (4Q512), Shir
Olat Hashabbat, Temple Scroll, and Purity
Ritual (4Q274).

The full list of labels, including labels for sectarian,
composition, and genre, is available online.’

5https ://github.com/yonatanlou/QumranNLP/blob/
main/Data/Qumran_labels.csv
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