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Preface

It is my pleasure to welcome you to the inaugural edition of the AbjadNLP Workshop, an event dedicated
to advancing research and applications for languages that use the Arabic script in Natural Language
Processing (NLP). This workshop serves as a vital platform to unite researchers and practitioners
addressing the linguistic, cultural, and computational challenges inherent to these languages, fostering
innovative solutions for low-resource and historically underrepresented languages.

We received 27 submissions, of which 16 papers were accepted, resulting in an acceptance rate of
approximately 59%. This strong start underscores the growing recognition of the significance of Arabic-
script languages within the NLP community.

The submissions to this workshop showcased remarkable diversity, reflecting the linguistic and cultural
richness of languages that utilise the Arabic script. Contributions span a variety of languages, including
Wolofal, a form of Ajami script used for the Wolof language in West Africa; Persian, which, despite
its long tradition of NLP research, continues to face challenges related to limited resources in stylistic
and dialectal variations; and Turkish, focusing on the integration of Arabic-origin words into the Turkish
language and its linguistic evolution. Additionally, research on Perso-Arabic scripts, used in languages
such as Persian, Urdu, Pashto, and others, underscores the flexibility and adaptability of the Arabic script
across diverse linguistic families and regions.

The workshop also includes studies on Arabic, exploring fundamental challenges and methodologies that
can inform research on other low-resource Abjad and Ajami languages. Collectively, these contributions
highlight the breadth of research addressing both resource-rich and low-resource languages, advancing
our understanding of the unique computational challenges posed by Arabic-script languages.

I am deeply grateful to our co-organisers, reviewers, and authors for their invaluable contributions to this
workshop. Their dedication and expertise have ensured the high quality of this year’s programme, and
their work paves the way for future innovations in this field.

This workshop represents a significant step towards building a vibrant and collaborative community
dedicated to Arabic-script languages in NLP. We look forward to inspiring presentations, engaging
discussions, and continued growth in the coming years.

Thank you for joining us, and I hope you find this workshop as inspiring as we do.

Mo El-Haj
Chair Organiser

AbjadNLP Workshop
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Abstract
This paper examines the three writing systems
used for the Wolof language: the Latin script,
the Ajami script (Wolofal), and the Garay script.
Although the Latin alphabet is now the official
standard for writing Wolof in Senegal, Garay
and Ajami still play an important cultural and
religious role, especially the latter. This ar-
ticle focuses specifically on Ajami, a system
based on the Arabic script, and describes its
history, its use, and its modern writings. We
also analyze the challenges and prospects of
these systems from the perspective of language
preservation.

1 Introduction

African languages represent a unique linguistic and
cultural diversity, and many use alternative scripts
to the Latin alphabet, such as Ajami, a script de-
rived from Arabic. The use of Ajami for African
languages, including Wolof or Hausa - the rich
African cultural heritage of the Hausa community
(Gee, 2005), is of particular importance because
of its role in the transmission of religious, cultural,
and educational knowledge (Sane, 2010).

Hausa, one of Africa’s most widely spoken lan-
guages, has a rich linguistic heritage that extends
beyond its contemporary use of the Latin script.
Historically, Hausa has also been written in the
Ajami script, a modified form of Arabic adapted
to represent Hausa’s unique phonological system
(Inuwa-Dutse, 2023; Adamu, 2023). The origins of
Hausa Ajami can be traced to the introduction of
Islam in the region during the 14th century, which
brought Arabic literacy to the Hausa-speaking com-
munities (Philips, 2004). Over time, this script was
adapted to accommodate sounds specific to Hausa,
enabling scholars and communities to document
their language and culture while maintaining ties
to Islamic traditions.

Ajami served as a vital tool for education, re-
ligious scholarship, and administrative purposes

across Wolof-speaking or Hausa-speaking regions.
Despite its historical prominence, the use of Ajami
has faced challenges, including regional ortho-
graphic variations and a lack of standardization
(Bondarev, 2019; Library, 2020). Today, with
the advent of natural language processing (NLP),
Hausa Ajami presents an opportunity for linguistic
innovation (Abdullahi, 2022). By leveraging its
structural similarities to Arabic, researchers aim
to enhance digital applications such as machine
translation, text recognition, and language model-
ing, ensuring that this culturally significant script
remains relevant in modern technological contexts.
However, the lack of resources and suitable tools
hinders the development of NLP for Ajami texts.

This article aims to analyze the writing sys-
tems of the Wolof language, particularly the Ajami
script, its cultural and religious importance, and
recent progress. This document discusses Ajami in
Wolof, from a Natural Language Processing (NLP)
perspective, examining the specific challenges of
analyzing this writing system and assessing recent
research and developments.

2 Linguistic Context and Writing Forms
of Wolof

Wolof, the lingua franca of Senegal and the mother
tongue of many speakers, has a long tradition of
writing in Ajami (Cissé and Sadat, 2003). This
adaptation of the Arabic, Wolof, alphabet allows
the sound of local languages to be represented, but
it also includes specific morphological and phono-
logical adaptations (Ngom, 2004).

Wolof is a language spoken in Senegal (over
80% of the Senegalese population), the Gambia,
and Mauritania (Cissé and Sadat, 2024). It be-
longs to the Atlantic branch of the Niger-Congo
languages (Ngom, 2000). Historically, there are
three writing systems for transcribing Wolof. The
Latin alphabet based on modern school characters,
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the Ajami script or Wolofal (Ngom, 2016) based
on the Arabic alphabet and widely used in reli-
gious circles, and the Garay transcription system
invented in 1961 by Assane Faye and inspired by
African linguistic characteristics (Everson, 2016).
The use of the Latin alphabet is now dominant in
educational systems and administrative documents,
but it remains largely reserved for the schooled
population.

The Garay script, an Indigenous and minority
writing systems according to the Atlas of Endan-
gered Alphabets1, was invented by Assane Faye of
Senegāl in 1961, for writing the Wolof language
(James, 2012). It runs right-to-left like Arabic,
and some of the shapes are reminiscent of Arabic
(James, 2012). The Garay script takes into account
the phonetic characteristics of Wolof and aims to
offer a transcription system used mainly in artistic
and community contexts.

Finally, Ajami is a legacy of the Islamization of
West Africa and remains at the heart of the religious
and cultural practices of the Wolof people educated
in Quranic schools (Ngom and Kurfi, 2017).

The Ajami script has been used historically to
disseminate religious, poetic, and educational writ-
ings, but its modern usage is limited compared to
the Latin alphabet, which today dominates publish-
ing and education. However, the research, in terms
of NLP applied to Ajami texts remains limited (Vy-
drin, 2014) or even non-existent, largely due to
the challenges of data collection and digitization
(Ngom et al., 2023).

Few studies have focused on automatic text pro-
cessing in Ajami. The NLP literature on Wolof
is growing, but it mainly focuses on the Latin
script. Some research projects, notably in Sene-
gal, have started to digitize and annotate corpora in
Ajami, but the data remains limited. The absence
of standardized linguistic resources, such as lexi-
cons, grammars and parallel corpora, constitutes
a major obstacle to the advancement of NLP for
Wolof in Ajami.

3 Linguistic features

Wolof has distinctive linguistic features that differ-
entiate it from neighboring languages. Here are
some key elements of its linguistic structure:

1https://www.endangeredalphabets.net/

3.1 Phonology

The Wolof language is characterized by simple
consonants and vowels, but it also includes nasal
sounds and consonants borrowed from other lan-
guages. It does not distinguish tones (as in some
African languages) but uses a particular prosody
(Souag, 2010).

3.2 Morphology

Wolof is an agglutinative language, which means
that words are often formed by combining several
morphemes. Personal pronouns, for example, can
be modified according to the grammatical situation
and social context. Unlike French, Wolof does not
have grammatical genders (masculine/feminine)
(McLaughlin, 2017).

3.3 Syntax

The basic syntactic structure of Wolof is Subject-
Verb-Object (SVO), as in French. However, the
word order can vary depending on the desired stress
or accentuation (Torrence, 2013). The structure of
Wolof sentences reflects a simple grammar, but
its rich vocabulary allows for great expressiveness
(Dione, 2021).

3.4 Vocabulary

Wolof has incorporated several lexical borrowings
from French, Arabic and neighboring languages,
such as Tarifiyt Berber, a variant of Amazigh lan-
guage (Thiam, 2020) due to colonial, religious and
commercial influences. For example, terms related
to Islam and trade are often borrowed from Arabic.

4 Analysis of the Three Writing Systems

4.1 Latin alphabet

Since its standardization in the 1970s, the Latin
alphabet has become the official writing system
of the Wolof language, particularly in legal, edu-
cational, and administrative documents (Diagne,
2018). For examples:
• Bët (eye) / Bëtt (to pierce)
• Dég (thorn) / Dégg (to hear)

Its presence in digital resources, notably the
translation of websites and software into Wolof,
along with a significantly reduced illiteracy rate,
contributes to its increasing use by new generations.
It is written from left to right like French, English,
etc. However, the Latin script remains unfamiliar to
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most of the rural population, who rather use Ajami
in their daily communications(Ngom, 2020).

4.2 Garay alphabet

The Garay script, which was designed by Assane
Faye in 1961, is a transcription system adapted
to the African phonetic characteristics of Wolof
(Pandey, 2011). Garay, in the Figure 1, is written
from right to left and includes special features such
as nasalized letters and variations of uppercase and
lowercase letters (Everson, 2016). Although Garay
represents a significant innovation for the Wolof
language, its usage remains limited due to a lack of
institutional support and relative complexity.

Figure 1: Script of Assane Faye’s alphabet for the Wolof
(Everson, 2016)

4.3 Ajami alphabet (Wolofal)

The history of the Ajami script, or Wolofal, in the
Figure 2, dates back to the introduction of Arabic
writing in West Africa through Quranic schools
called "daara" since the earliest contacts between
the local population and Arab-Muslim culture in
the 8th and 9th centuries CE (Cissé, 2010). In Sene-
gal, Ajami is used by speakers who have learned to
read and write Arabic but do not necessarily know
French or the Latin alphabet (Ngom, 2016).

5 Challenges of NLP about Ajami for
Wolof

5.1 Linguistic Complexity and Lack of
Standardization

Ajami for Wolof presents dialectal and stylistic vari-
ations, complicating normalization and automatic
recognition (Gauthier et al., 2016). Each writer
may have preferences in the use of certain letters
or diacritics to transcribe specific sounds of Wolof
that have no direct equivalent in Arabic.

5.2 Lack of Corpus and Language Models
NLP relies heavily on large annotated corpora,
which are nonexistent for Wolof in Ajami. To
address the lack of annotated corpora for Ajami
beyond manual efforts, we propose two approaches
such as community-driven methods and transfer
learning from Arabic.

First, the community-driven approach involves
developing a methodology for crowdsourcing an-
notations. Second, transfer learning from Arabic
offers a technological solution to augment Ajami
NLP capabilities. Pretrained Arabic language mod-
els can serve as a foundation and be adapted to
Ajami-specific applications. This involves fine-
tuning these models on Ajami text corpora to en-
hance their understanding of the script and its
unique linguistic features. Additionally, domain
adaptation techniques can be applied to bridge the
structural and linguistic differences between Arabic
and Ajami, ensuring the transfer is both efficient
and effective.

Furthermore, current optical character recogni-
tion (OCR) systems for Arabic scripts are not eas-
ily adaptable to Ajami due to typographical diver-
gences and specific diacritics (Nguer et al., 2020).
OCR technologies are essential for digitizing an-
cient handwritten texts in Ajami (Mangeot and
Sadat, 2014). Recent research in deep learning
has shown progress for other languages using non-
Latin scripts, but adjustments are needed to account
for the particularities of Ajami (Mbaye and Diallo,
2023).

6 NLP advances and developping
techniques for Wolof in Ajami

6.1 Transliteration models
To overcome the barrier between users of the Latin
script and users of the Ajami script, several ef-
forts have been launched to develop translitera-
tion tools for this digraphy of the language. The
Latin2Ajami algorithm (Fall et al., 2016) is an
automatic transliteration tool that allows convert-
ing text written in Latin Wolof into Ajami script.
The Latin2Ajami algorithm was used to evaluate
a cutting-edge transliteration solution, which ad-
dresses the digraphy (the use of multiple writing
systems for one language). Let’s take one example,
of transliteration with Latin2Ajami, of the word
"sañ-sañ", which means "right" or "freedom" in
Wolof:
• Writing in Latin alphabet: sañ-sañ

3



• Transliteration in Ajami: 	àA�	�A�
The algorithm performs this conversion by using

a phonetic correspondence between the graphemes
of the Latin alphabet and the characters of Ajami,
independently of the pronunciation. The operation
is reversible and therefore depends on the target
writing system, but not on the language (Fall et al.,
2016).

The scalability of the Latin2Ajami tool when
working with larger datasets or addressing dialectal
differences in Wolof involves several considera-
tions such as data quality and diversity. To handle
dialectal differences, this tool could face the pho-
netic variations, and the ambiguity in grapheme
mapping due to the rich morphology of Wolof lan-
guage. We suggest a plausible solution which con-
sists of incorporating dialectal data into the training
set and developing region-specific transliteration
rules or a dialect-adaptive mode or hybrid systems.

6.2 Deep learning models
Some researchers are exploring deep learning mod-
els to train OCR systems for Ajami, using transfer
learning approaches from models pre-trained on
standard Arabic texts. Techniques such as con-
volutional neural networks (CNNs) and recurrent
networks (RNNs) can be useful, but require spe-
cific data for Wolof in Ajami (Ignat et al., 2022;
Cissé and Sadat, 2024).

6.3 Annotated Corpus Development
Manual annotation of existing Ajami texts is an
essential step for the development of NLP models.
Crowdsourcing, with native speakers and linguistic
experts, can accelerate this process, especially for
the transcription and translation of Ajami texts into
Latinized Wolof or other working languages (Couty
et al., 1968; Diagne, 2023).

6.4 Perspectives for Multilingual Models
Integrating multilingual models, such as BERT (De-
vlin, 2018) or XLM-R (Conneau, 2019), could pro-
vide an interesting solution by learning shared rep-
resentations between different scripts. This may
pave the way for models capable of processing both
Ajami and Latinized Wolof, facilitating translation
and information retrieval tasks (Dione et al., 2022;
Cissé and Sadat, 2024).

7 The social and cultural role of Wolof

Wolof plays a central role in Senegalese culture
and reflects the history, values and beliefs of the

people. Indeed, it is often the language of orality
and tradition, conveying tales, proverbs and popular
poems. Music, particularly mbalax (a Senegalese
musical genre) and rap, is widely performed in
Wolof and conveys social messages (Couty et al.,
1968; Ngom, 2000).

In daily life, Wolof allows for social and linguis-
tic cohesion between populations of different eth-
nic groups in Senegal. Its use in the media and in
politics reinforces its importance in public spaces,
thus contributing to the diffusion of Wolof culture
beyond national borders (Cissé, 2010).

8 Preservation and contemporary
challenges

Wolof faces several challenges in the context of
globalization and the dominance of European lan-
guages such as French. The lack of written docu-
mentation and teaching materials is a barrier to the
structured teaching of this language, especially for
future generations (Hashimi, 2020).

However, efforts are being made for its preser-
vation and standardization. Cultural and linguistic
organizations in Senegal are working to create edu-
cational programs in Wolof, while the media and
social networks contribute to its visibility and val-
orization. These initiatives aim to strengthen the
use of Wolof not only in homes, but also in formal
education and administration (Sinatti, 2014).

9 Conclusion and Perspectives

This paper presents a first study on the three writ-
ing systems used for Wolof. Ajami remains an
important cultural medium for Senegalese Mus-
lim communities, while Latin and Garay contribute
to diversifying options for linguistic preservation,
even though nowadays the Latin script is the most
used due to public schools that have reduced illiter-
acy rates, enabling the majority of the Senegalese
population to read and write the Wolof language.

The Wolof language, rich in culture and history,
remains a pillar of Senegalese and West African
identity. It plays a fundamental role in society,
both as a language of communication and as an ex-
pression of cultural identity. Although faced with
contemporary challenges, Wolof benefits from ini-
tiatives aimed at preserving and promoting this
language. Recognition of its heritage value and
support for its teaching could ensure its sustainabil-
ity for future generations.
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Abstract
Propaganda, a pervasive tool for influenc-
ing public opinion, demands robust auto-
mated detection systems, particularly for under-
resourced languages. Current efforts largely
focus on well-resourced languages like English,
leaving significant gaps in languages such as
Arabic. This research addresses these gaps
by introducing MultiProp Framework, a cross-
lingual meta-learning framework designed to
enhance propaganda detection across multiple
languages, including Arabic, German, Italian,
French and English. We constructed a mul-
tilingual dataset using data translation tech-
niques, beginning with Arabic data from PTC
and WANLP shared tasks, and expanded it with
translations into German Italian and French,
further enriched by the SemEval23 dataset.
Our proposed framework encompasses three
distinct models: MultiProp-Baseline, which
combines ensembles of pre-trained models
such as GPT-2, mBART, and XLM-RoBERTa;
MultiProp-ML, designed to handle languages
with minimal or no training data by utiliz-
ing advanced meta-learning techniques; and
MultiProp-Chunk, which overcomes the chal-
lenges of processing longer texts that exceed
the token limits of pre-trained models. To-
gether, they deliver superior performance com-
pared to state-of-the-art methods, representing
a significant advancement in the field of cross-
lingual propaganda detection.

1 Introduction
Propaganda detection in text has gained signifi-
cant attention, driven by the need to identify biased
or misleading content across various platforms.
While progress has been made, research remains
predominantly focused on English, leaving other
languages, especially those with fewer resources,
under-explored. The lack of annotated datasets in
these languages poses a significant challenge to
developing effective detection systems.

To address this challenge, various data augmen-
tation techniques, such as oversampling (Chavan

and Kane, 2022), and data translation (Amihaesei
et al., 2023), have been explored.

However, annotated resources for low-resource
languages remain a significant challenge, emphasiz-
ing the need for more comprehensive frameworks.

In addition, studies have shown that while data
augmentation can boost performance, an excess
can lead to issues like label loss in translated texts.
This underscores the need for models capable of
learning from limited samples or adapting to new
tasks with minimal training, paving the way for
zero-shot and few-shot learning approaches. Our
contributions to this field include:
1. MultiProp Dataset: We introduce MultiProp,
a combined dataset that integrates data from the
PTC dataset (Martino et al., 2020), SemEval 2023
(Piskorski et al., 2023) , and WANLP (Mittal and
Nakov, 2022), resulting in a robust multilingual
dataset that includes Arabic, addressing the data
scarcity in low-resource languages.
2. MultiProp-Baseline: Our base model allows
for flexibility in choosing between three ensemble
architectures, combining transformer-based mod-
els, GloVe (Pennington et al., 2014) embeddings,
and FastText (Bojanowski et al., 2017) to harness
their collective strengths.
3. MultiProp-Chunk: To overcome the limita-
tions of pre-trained models with long texts, we
developed MultiProp-Chunk, which segments text
into chunks, preserving textual continuity across
segments.
4. MultiProp-ML(MetaLearner): Our model em-
ploys few-shot and zero-shot learning across seven
languages, consistently outperforming strong en-
semble baselines, including Multilingual BERT 1,
XLM-RoBERTa 2 and GPT2 3 as well as monolin-

1https://huggingface.co/google-bert/
bert-base-multilingual-uncased

2https://huggingface.co/FacebookAI/
xlm-roberta-large

3https://huggingface.co/openai-community/
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gual models trained on Arabic 4.
5. Ensemble Models: We investigated various
ensembling strategies, combining the strengths of
multiple pre-trained models across encoder-based,
decoder-based, and hybrid architectures, as well as
both multilingual and monolingual models. For
final predictions, we utilized an additional en-
semble of machine learning classifiers, including
SVM (Chang and Lin, 2011) and Random Forest
(Breiman, 2001), to enhance performance across
diverse linguistic contexts.

2 Related Work
Propaganda detection in text has garnered signif-
icant attention due to the need to identify biased
or misleading content. Despite advancements in
English, low-resource languages lack annotated
datasets, limiting detection system development.

Early efforts, such as (Barrón-Cedeno et al.,
2019), used binary classification (propaganda vs.
non-propaganda), while (Habernal et al., 2017) an-
notated a corpus with five fallacies tied to propa-
ganda techniques. NLP4IF-2019 (Da San Mar-
tino et al., 2019) marked a milestone by curating a
dataset of 18 persuasive techniques within English
news articles, forming a foundation for further re-
search.

Recent advancements, including SemEval23
(Piskorski et al., 2023), have extended propaganda
detection to multilingual contexts. In contrast, re-
search involving Arabic has been sparse, with no-
table exceptions such as the WANLP 2022 Shared
Task for Arabic propaganda detection (Mittal and
Nakov, 2022). However, the data provided for Ara-
bic in these tasks has been limited and suffers from
imbalanced labels, which magnifies the challenge
of training effective models.

Cross-lingual transfer and data-efficient mod-
els offer promising solutions by leveraging knowl-
edge from resource-rich languages. Data augmenta-
tion methods, such as (back)translation, play a cru-
cial role in cross-lingual propaganda detection, en-
abling the creation of additional samples to expand
datasets for low-resource languages (Hromadka
et al., 2023; Falk et al., 2023).

Building upon these methods, recent advance-
ments in the field have focused on leveraging cross-
lingual transfer learning and meta-learning ap-
proaches. For example, LaBSE (Feng et al., 2020)

gpt2-large
4https://huggingface.co/aubmindlab/

aragpt2-mega-detector-long

enhances performance for low-resource languages
by integrating pre-training with dual-encoder fine-
tuning. Researchers like (Brown et al., 2020) and
(Lauscher et al., 2020) have addressed the chal-
lenges of domain shifts across languages, high-
lighting the effectiveness of few-shot and zero-shot
learning techniques to minimize dependence on
extensive annotated data.

Additionally, (Nooralahzadeh et al., 2020) in-
troduced cross-lingual meta-learning architectures
designed to optimize learning with minimal train-
ing instances.
The field has also seen the adoption of ensem-
ble learning techniques to boost model perfor-
mance. Methods such as boosting, exemplified
by AdaBoost (Freund et al., 1996), and bagging
approaches (Breiman, 1996) like random forests
(Breiman, 2001), combine multiple models to en-
hance classification accuracy. Voting methods,
both hard and soft (Kandasamy et al., 2021), aggre-
gate predictions from various classifiers to achieve
better performance. Stacking, as described by
(Ting and Witten, 1997), employs a meta-learner
to integrate outputs from base models, thereby im-
proving robustness and generalization.

A significant challenge remains the 512-token
limit of pre-trained transformer models like BERT,
which can lead to the loss of essential contextual
information when longer documents are truncated
(Xie et al., 2020). Although Longformer (Belt-
agy et al., 2020) mitigates this issue with a global
attention mechanism to handle longer texts, it of-
ten requires task-specific adjustments that are not
universally applicable. Inspired by the approach
in (Pappagari et al., 2019), which splits text into
fixed-size overlapping segments and uses BERT to
extract segment-level representations, followed by
an LSTM layer (Hochreiter, 1997) or small trans-
former model to generate document-level embed-
dings,We developed a similar approach by replac-
ing the LSTM and transformer with an attention
layer to process segment-level embeddings. Addi-
tionally, we maintained the use of overlapping seg-
ments to ensure context is preserved across chunks.
By leveraging ensemble methods and cross-lingual
transfer learning, our work seeks to improve model
adaptability and accuracy across diverse languages
and text lengths.

3 MultiProp Data
The primary goal of our study was to address the
shortage of Arabic propaganda detection datasets.
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Building on this foundation, we expanded our re-
search to develop a cross-lingual propaganda de-
tection framework that includes Arabic, a language
often underrepresented in previous studies on per-
suasion techniques.To achieve this,we combined
datasets from various shared tasks to create the Mul-
tiProp dataset, a multilingual resource supporting
diverse languages, which includes 18 final labels
corresponding to different propaganda techniques.
Table 1 provides statistics for MultiProp and its
sources. The MultiProp dataset includes:
Arabic:This dataset was sourced from the
WANLP22 shared task and augmented with trans-
lated PTC-SemEval20 data. Preprocessing steps
included standardizing labels, replacing links with
’URL’ and ’@name’ with ’USR’, and filtering out
instances that lacked any techniques (labeled as ’no
technique’).
German: This dataset is compiled from the Se-
mEval2023 shared task dataset and translated PTC-
SemEval20 data. To align the labels with other
datasets, redundant techniques were removed, and
instances without any remaining techniques were
discarded. The test data comprises translated PTC
English data.
English: Derived from SemEval23 data and supple-
mented with German data translated into English.
Preprocessing included URL removal and standard-
ization.
French: Sourced from SemEval23 and harmonized
with the translated PTC data.
Italian: Also drawn from SemEval23 and aligned
with the translated PTC data.
Polish and Russian: The development sets from
SemEval23 were included and used as test sets, as
the SemEval23 test sets are not accessible. This
allows for evaluating model performance on "sur-
prise" languages that were not seen during training.
For detailed statistics on the MultiProp dataset and
the number of instances for each language, refer to
Table 4 in the appendix.
Table 1: Dataset statistics for MultiProp and its sources.

Dataset Train Dev Test Num Classes Source
WANLP (ar) 504 52 52 21 Tweets

PTC(en) 293 57 101 18 News Articles
SemEval23(en) 446 90 54 23 News Articles
SemEval23(de) 132 45 50 23 News Articles
MultiProp (ar) 517 68 68 18 Tweets & Articles
MultiProp (en) 488 143 101 18 News Articles

4 Methodology

The MultiProp Framework, depicted in Figure
1, comprises three variants: MultiProp-Baseline,

MultiProp-ML, and MultiProp-Chunk.While
MultiProp-Baseline maintains a consistent core
architecture, MultiProp-ML and MultiProp-Chunk
introduce additional steps to address specific
challenges. Our approach integrates GloVe and
FastText embeddings (GloFast) with transformer
models to build three ensemble architectures:
encoder-based, decoder-based, and hybrid, uti-
lizing Use-FFN and Skip-FFN methods for final
predictions.

The systems were evaluated in two settings: zero-
shot, where models were trained exclusively on
English and German data, with Arabic as the target
language and French, Italian, Polish, and Russian
included in the evaluation to assess their ability to
generalize across diverse languages; and few-shot,
where models were trained on extensive English
data and a limited number of instances (5-shot, 4
ways) from Arabic, German, French, and Italian
datasets, with Polish and Russian included as sur-
prise languages in the testing phase. We will now
discuss the three developed systems in detail:

4.1 MultiProp-Baseline
The MultiProp-Baseline model features two key
components: embeddings generation and predic-
tions aggregation. In the embeddings generation
phase, textual content is converted into numerical
representations through various embedding tech-
niques. The predictions aggregation phase then
combines these representations using multiple en-
semble methods to produce the final predictions.

4.1.1 Embeddings Generation
We explore a variety of embedding techniques,
from traditional methods like TF-IDF to advanced
approaches such as Word2Vec (Mikolov et al.,
2013), GloVe (Pennington et al., 2014), FastText
(Bojanowski et al., 2017), and transformer-based
models (Vaswani et al., 2017). Our novel ap-
proach integrates these baseline techniques with
transformer-based embeddings to rich, nuanced
representations that combine different levels of se-
mantic information, strengthening its capacity to
understand and process the input data across differ-
ent languages.

a) GloFast Embedding: For generating word
embeddings, we combined GloVe and FastText
models, training them on the MultiProp dataset,
which encompasses English, Arabic, and German
texts. The preprocessing steps involved lowercas-
ing, retaining stop words, removing punctuation,
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Figure 1: An Overview of MultiProp Framework

and handling out-of-vocabulary (OOV) words. The
embeddings from both models were concatenated
to form unified vectors, either 600 dimensions (300
from GloVe and 300 from FastText) or 200 dimen-
sions (100 from each), and were integrated with
transformer-based embeddings to improve pattern
recognition in the text.

b) Transformer-Based Embedding: Trans-
former models, such as BERT (Devlin, 2018) and
GPT (Radford et al., 2019), utilize self-attention
mechanisms to capture both global and local word
dependencies. Drawing inspiration from prior re-
search that highlights the benefits of combining
diverse embedding methods (Sifa et al., 2019),
(Heinisch et al., 2023), our approach integrates
transformer-based models with GloFast embed-
dings. To enhance our classifiers’ ability to capture
complex patterns in text, we employed three types
of ensembles: encoder-based, decoder-based, and
hybrid architectures.
1. The encoder-based ensemble model integrates
multilingual transformers like mBERT (Devlin,
2018) and XLM-RoBERTa (Conneau et al., 2019),
along with monolingual models such as AraBERT
(Antoun et al., 2020). Pretrained on masked lan-
guage modeling tasks across up to 104 languages,
these models excel in cross-lingual transfer learn-
ing.

2. The decoder-based ensemble model utilizes
GPT variants, including GPT-2 medium, GPT-2

large, and AraGPT2 (Radford et al., 2019). While
GPT-2 models are primarily pretrained on English,
AraGPT2 extends this to Arabic, and these models
leverage decoder architectures for text generation.
They are well-suited for generating coherent text,
summarization, and translation tasks, with their
multilingual capabilities enhancing their overall
performance.

3. The encoder-decoder-based ensemble
model (hybrid) combines models like mBART50
(Tang et al., 2020) and mT5 (Xue et al., 2020), pre-
trained on sequence-to-sequence tasks across up to
101 languages. This hybrid approach merges the
strengths of both encoder and decoder architectures,
making it highly effective for translation, summa-
rization, and text generation. AraBART (Eddine
et al., 2022) is also included for enhanced support
of Arabic.

4.1.2 Predictions Aggreagation
The combined embeddings are fed into classifiers
or meta-estimators. These classifiers include tradi-
tional machine learning algorithms such as Support
Vector Machines (SVM) (Chang and Lin, 2011),
Logistic Regression (LR) (Cox, 1959), and Ran-
dom Forest (RF) (Breiman, 2001). Alternatively,
these machine learning models function as meta-
estimators when trained on the predictions gen-
erated by base classifiers (also known as level-0
classifiers), such as the Feed-Forward Neural Net-
work (FFN) in our approach, further refining and
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improving final prediction accuracy. For prediction
aggregation, we employ two key methods:
a) Use-FFN Method In this method, the com-
bined embeddings are first passed through a fully
connected neural network (FFN) with three linear
layers and two ReLU activation functions, serving
as the base learner. Adopting a stacking approach,
predictions from various transformer-based models
(PLMs), each paired with an FFN, are aggregated
to form a new dataset. To formalize, let Ei,PLMj

denote the embedding of the i-th instance produced
by the j-th transformer model in the ensemble. The
final embedding for the i-th instance is computed as
follows. For each model j, concatenate the model’s
embeddings with GloVe and FastText embeddings:

Ei,finalj = Ei,PLMj � Ei,GloVe � Ei,FastText

The concatenated embeddings Ei,finalj for each
model j are then passed through their respective
feed-forward networks (FFNs). Each FFN outputs
logits, which are then transformed into prediction
probabilities for each label by applying a sigmoid
activation function:

ŷi,j = �(PFFNj )

where PFFNj represents the logits output by the
FFN of the j-th model.

A threshold of 0.5 is applied to each label’s pre-
diction to select the most confident predictions,
ensuring stable and accurate outputs for creating
the new dataset. This dataset, containing the gold
labels, combines predictions from different models
within the ensemble.

Finally, predictions from multiple level-1 clas-
sifiers (meta-estimators) are aggregated for each
label using majority voting. Let ŷ

(m)
i represent the

prediction from the m-th classifier for the i-th input
text. The final prediction is determined as:

ŷfinal
i = I

 
1

M

MX

m=1

ŷ
(m)
i � 1

2

!
(1)

where M is the number of classifiers, and I(·) is
the indicator function that outputs 1 if the condition
is true and 0 otherwise.

This ensemble incorporates various classifiers,
including Support Vector Machine (SVM) (Chang
and Lin, 2011), Logistic Regression (LR) (Cox,
1959), Random Forest (RF) (Breiman, 2001), Gaus-
sian Naive Bayes (Jahromi and Taheri, 2017) and
XGBoost . Additionally, a hard voting approach

is employed to aggregate the outputs of the meta-
estimators. This ensemble method proved effec-
tive in detecting propagandistic techniques in news
articles and tweets, resulting in a significant im-
provement in the overall F1 score by over 13%,
demonstrating its robustness in multi-label classifi-
cation tasks.

b) Skip-FFN Method The Skip-FFN method
leverages embedding features to train multiple ma-
chine learning models that act as classifiers. This
approach can be implemented in two ways: either
by training each classifier to recognize patterns
across all classes using non-linear kernels or by
training each model as a binary classifier, focusing
on individual classes. In this ensemble method, em-
beddings from various models, including GloFast
embeddings, are concatenated for each classifier.
This approach supports both monolingual and mul-
tilingual models, corresponding to three ensemble
architectures: encoder-based, decoder-based, and
hybrid models. The diversity of these models en-
hances the ability of classifiers to identify patterns
across languages, improving the classification of
text into different propaganda techniques.

The selection of models for multilingual propa-
ganda detection is guided by recent research (Hro-
madka et al., 2023) and depends on the research
objectives, target languages, and dataset charac-
teristics. In our approach, we combined multilin-
gual models with Arabic monolingual models to
enhance performance in Arabic while ensuring con-
sistent accuracy across all languages and avoiding
bias toward any particular language.

The predictions from the classifiers, whether
trained on all classes or as binary classifiers, are de-
noted as PSVM, PLR, PRF, PXGB, PGau, correspond-
ing to the outputs of Support Vector Machine
(SVM), Logistic Regression (LR), Random For-
est (RF), XGBoost (XGB), and Gaussian Naive
Bayes (Gau) models, respectively. These predic-
tions are processed and aggregated for each label.
A threshold of 0.35 is applied to each prediction:

ŷ
(m)
i = I(P

(m)
i � 0.35)

where P
(m)
i represents the prediction probability

for the i-th instance from the m-th classifier.
After applying the threshold, the final prediction

is generated through majority voting, as defined in
Equation 1, which combines the predictions from
all classifiers to enhance reliability.
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To tackle the issue of imbalanced label distribu-
tion, which is typical in multi-label classification
tasks, class weights are adjusted using the Class
Weights Based on Frequency (CWBF) approach
(Kim and Bethard, 2020). The weight for each
class i is computed as follows:

wi =
fmax

fi

where fi is the frequency of class i in the training
data, and fmax is the frequency of the most com-
mon class. This weighting scheme ensures that less
frequent classes are given higher importance, re-
ducing the likelihood of misclassification for these
underrepresented classes. The computed weights
are then applied during training with the Binary
Cross-Entropy Loss with Logits, which is used as
the loss function (see Appendix B.1 for further de-
tails).

4.2 MultiProp-ML
Meta-learning, often referred to as "learning-to-
learn," focuses on creating models capable of
quickly adapting to new tasks or domains with
minimal labeled data, while avoiding overfitting
(Nooralahzadeh et al., 2020). This adaptability
is achieved by training the model during a meta-
learning phase on a diverse set of tasks, equipping
it to rapidly adjust to new tasks with only a few
examples. Our approach employs a gradient-based
meta-learning technique, explicitly optimizing the
model for fast adaptation with minimal data, even
in zero-shot settings where no labeled samples of
the target language are available.

To this end, we present MultiProp-ML, a cross-
lingual meta-learning model designed for adapt-
ability. Ensemble models are initially pre-trained
on English datasets to establish a robust linguistic
foundation, then fine-tuned to effectively transition
and adapt to low-resource languages.

During the meta-learning phase on auxiliary
languages, the models are trained on batches of
tasks, each derived from randomly sampled subsets
of development data from auxiliary low-resource
languages. For each task, a portion of the data
(Dtrain) is used to update the model’s parameters
via gradient descent, and task-specific losses are
computed based on this data. These losses are
then summed across tasks to calculate a meta-loss,
which is used to further update the model’s param-
eters. In the few-shot learning stage, the models
are evaluated on the target language (Arabic) using
a labeled subset of the target language(Dtest), after

the meta-learner has been trained on labeled sam-
ples ( (Dtrain) from the same language to simulate
real-world conditions.

Alternatively, in the zero-shot setting, we utilize
pseudo-labeling by generating pseudo-labels from
high-confidence predictions (above a threshold of
0.6). These pseudo-labels are iteratively used to
refine the model’s performance, following the ap-
proach of (Awal et al., 2023).

4.2.1 MultiProp-ML Algorithm

As shown in Algorithm 4.2.1, each model in the
ensemble is fine-tuned on English to initialize its
parameters. To enhance feature representation, ex-
ternal embeddings, such as GloFast, are concate-
nated with the model’s native embeddings. In the
few-shot approach, the model leverages a limited
amount of labeled data from the target language.
For zero-shot learning, the model is trained using
meta-task data from auxiliary languages.

Algorithm: MultiProp-ML

1: Fine-tune models Mi on source lan-
guage h and initialize parameters ✓i.

2: if S is zero-shot then
3: Utilize meta-task data from h and

auxiliary languages, and apply self-
training using pseudo labels from
tgt.

4: else
5: Utilize few-shot data with limited la-

bels from all languages in L, exclud-
ing surprise languages.

6: end if
7: while not converged do
8: Sample tasks T = {T1, . . . , Tm}

from D.
9: for all models Mi in ensemble do

10: for all tasks Tj 2 T do
11: Compute gradients

r✓i
LTj (Mi) and update

parameters ✓0i.
12: end for
13: Update meta-parameters ✓i with

learning rate �.
14: end for
15: end while
16: Save meta-trained models Mi and eval-

uate on target language tgt.
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4.2.2 What makes our MultiProp-ML
approach different?

Our approach enriches the meta-learner with exter-
nal embeddings, such as GloFast (a combination of
GloVe and FastText), to improve generalization in
zero-shot settings. Additionally, we employ an
ensemble of models to enhance robustness and
leverage multi-task learning on external classifi-
cation tasks, including Arabic sentiment detection
and framing detection, to further boost the model’s
adaptability across diverse tasks and languages in
both zero-shot and few-shot scenarios. This com-
bination of techniques allows our model to better
generalize across different languages and domains,
making it highly effective for cross-lingual tasks
such as propaganda detection .

4.3 MultiProp-Chunk

In our third approach, we tackle the issue of pro-
cessing text sequences that exceed the standard
512-token limit of most pretrained models. This is
crucial for handling lengthy articles, which often
exceed 1,000 tokens in our dataset 2, and for multi-
label classification where relevant labels may be
dispersed throughout the text. Our method builds
upon the MultiProp-Baseline but incorporates ad-
ditional processing steps. Text is first chunked into
512-token segments with a 100-token overlap to
preserve context. Each chunk is then tokenized
and processed through the ensemble models to gen-
erate embeddings, which are concatenated with
GloFast embeddings. To aggregate the concate-
nated embeddings from different segments, we use
an attention layer. This layer consists of a linear
layer and a softmax function. It generates atten-
tion weights for each segment, which are used to
scale the embeddings, assigning greater importance
to more relevant segments.The final embeddings
are then used for classification. Predictions are ob-
tained by applying either the Skip-FFN or Use-FFN
methods and taking a majority vote from various
meta-learners or classifiers.

5 Experimental Setup
Through extensive experimentation, we identified
the optimal learning rates for each model in our en-
semble. This was achieved by leveraging both prior
research and our own empirical testing. The final
learning rates, provided as a list with one value per
model, follow established best practices (see Ta-
ble 6 in the appendix). We found that a batch size
of 10 was ideal, and improvements in loss metrics

plateaued after 5 epochs. Tokenization length was
set to 512 to balance context retention with memory
constraints, and a dropout rate of 0.1 was applied
to mitigate overfitting. We employed the AdamW
optimizer across all models due to its proven effec-
tiveness with transformer architectures and ability
to handle sparse gradients. Key hyperparameters
for each model are detailed in Table 7. For gener-
ating predictions, we utilized advanced classifiers
and meta-estimators. These classifiers’ parame-
ters were optimized using grid search with cross-
validation on the development sets, with the results
summarized in the appendix (see Table 8). Our
ensemble framework was implemented in Python
3.9, using the PyTorch library. To manage memory
constraints, we limited the maximum number of
chunks generated during the tokenization process
to avoid overwhelming the device, which was an
NVIDIA A100-SXM4-80GB.

6 Results and Analysis
The results in Table 3 highlight the performance of
the MultiProp Framework across seven languages,
using three ensemble architectures Encoder-Based,
Decoder-Based, and Hybrid models with two ag-
gregation methods: Use-FFN and Skip-FFN.

The MultiProp-Chunk Hybrid model excels in
Arabic and Russian, effectively handling long texts
and preserving context. This capability is particu-
larly valuable for detecting subtle propaganda tech-
niques like Appeal to Fear/Prejudice, Red Herring,
Black-and-White Fallacy/Dictatorship, and Exag-
geration/Minimization, which require nuanced con-
textual understanding and linguistic complexity.

The MultiProp-Baseline En-B model delivers
consistent and balanced results, particularly in Pol-
ish and Italian, making it a reliable choice for
achieving stable outcomes. The MultiProp-ML
approach demonstrates strong cross-lingual adapt-
ability, with significant improvements in Italian and
French when using the En-B or Hybrid architec-
ture with Skip-FFN. It also boosts performance in
English (source), German (auxiliary), and Arabic
(target) by leveraging effective meta-learning.

When examining the diverse ensemble architec-
tures in Arabic, distinct patterns emerge. Encoder-
Based models excel at detecting nuanced labels
such as Appeal to Fear/Prejudice, likely due to
their ability to capture fine-grained contextual de-
pendencies. Decoder-Based models perform better
for labels like Causal Oversimplification, poten-
tially benefiting from their sequence-generating
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MultiProp-Baseline
Ensemble Models En Ar Ge It Fr Po Ru
En-B (Use-FFN) 0.434 0.416 0.457 0.404 0.509 0.480 0.420
En-B (Skip-FFN) 0.556 0.569 0.573 0.573 0.559 0.605 0.539
De-B (Use-FFN) 0.408 0.411 0.413 0.425 0.423 0.480 0.397
De-B (Skip-FFN) 0.530 0.521 0.563 0.507 0.562 0.594 0.508
Hybrid (Use-FFN) 0.499 0.352 0.452 0.425 0.425 0.483 0.410
Hybrid (Skip-FFN) 0.571 0.533 0.576 0.523 0.587 0.408 0.573

mBERT 0.490 0.508 0.502 0.488 0.494 0.542 0.514

MultiProp-Chunk
Ensemble Models En Ar Ge It Fr Po Ru

En-B(Use-FFN) 0.441 0.409 0.422 0.425 0.432 0.480 0.409
En-B (Skip-FFN) 0.590 0.569 0.579 0.496 0.572 0.625 0.469
De-B (Use-FFN) 0.436 0.449 0.436 0.437 0.421 0.477 0.410
De-B (Skip-FFN) 0.546 0.589 0.576 0.503 0.558 0.611 0.441
Hybrid (Use-FFN) 0.499 0.446 0.452 0.425 0.425 0.505 0.408
Hybrid (Skip-FFN) 0.567 0.598 0.584 0.457 0.584 0.547 0.595

kinit-sk 0.574 0.556 0.514 0.513 0.553 0.478 0.562

MultiProp-ML
Ensemble Models En Ar Ge It Fr Po Ru

En-B(Use-FFN) 0.454 0.438 0.441 0.425 0.433 0.483 0.328
En-B(Skip-FFN) 0.562 0.570 0.579 0.579 0.573 0.590 0.526
De-B(Use-FFN) 0.442 0.462 0.403 0.423 0.440 0.478 0.400
De-B(Skip-FFN) 0.512 0.571 0.569 0.500 0.554 0.602 0.491

Hybrid (Use-FFN) 0.499 0.395 0.425 0.425 0.425 0.480 398
Hybrid (Skip-FFN) 0.573 0.538 0.583 0.514 0.587 0.422 0.583

XLM-R 0.483 0.511 0.509 0.516 0.506 0.575 0.482

Table 2: Model Results Across Languages

Table 3: F1 Micro Scores of Our Three Proposed Systems across Seven Languages under a Few-Shot Learning Setting. The
tables present the performance results of our models on datasets in English (En), Arabic (Ar), German (Ge), Italian (It), French
(Fr), Polish (Po), and Russian (Ru). We implemented three different ensemble models: Encoder-Based (En-B), Decoder-Based
(De-B), and Hybrid. Each model was tested using two methods for prediction aggregation: Use-FFN and Skip-FFN. The best
score for each language is boldfaced.

nature, which aligns with label-specific linguistic
patterns. Hybrid models, on the other hand, excel
at identifying labels like Doubt and Slogans, lever-
aging the strengths of both encoder and decoder
paradigms to handle mixed structural and semantic
cues.
Benchmark models like XLM-R and mBERT ex-
hibit stable performance but underperform com-
pared to MultiProp models. While these state-of-
the-art models provide consistent results, they lack
the tailored architecture and cross-lingual adapt-
ability inherent in MultiProp.

Figure 2 compares a selected sample of our mod-
els with state-of-the-art systems, including kinit-
sk (Hromadka et al., 2023), which excelled in Se-
mEval 2023 Propaganda Detection across various
languages, as well as XLM-R Large and mBERT.
Skip-FFN achieves superior F1-micro scores, ex-
celling in low-resource settings, while Use-FFN
performs better in F1-macro scores for rare la-
bels. The MultiProp-Chunk Hybrid model sur-
passes kinit-sk in Arabic and Russian while remain-
ing competitive in other languages. The MultiProp-
Baseline En-B model excels in Polish and Italian,
while the MultiProp-ML Hybrid model demon-
strates consistent cross-lingual performance in En-
glish, German, French, and Russian. These results

underline the advantages of tailored architectures
for multilingual tasks.
7 Conclusion
In this work, we developed a robust multilingual
framework by leveraging a range of pretrained mod-
els, ensembling techniques, and machine learn-
ing methods. Our approach combines multiple
models to create a language-agnostic system that
effectively understands and transfers knowledge
across languages, with the addition of a monolin-
gual model enhancing performance for the target
language. By integrating multilingual embeddings
with word embeddings and deploying a diverse set
of classifiers, we achieved notable improvements
across various languages. Specifically, our ensem-
ble of advanced classifiers outperformed traditional
stacking methods, resulting in a 13% increase in
prediction accuracy. In future work, we aim to
expand our dataset to include Abjad and Ajami lan-
guages, such as Persian and Pashto, and evaluate
the scalability of our ensemble by incorporating
language-specific monolingual models or relying
solely on multilingual models.

8 Limitations of the work

Despite incorporating multiple languages such as
Arabic, German, English, Italian, French, Polish,
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and Russian, our dataset faces constraints due to
the limited availability of annotated data for less-
resourced languages, particularly Arabic. This lim-
itation may affect the generalizability of the mod-
els to other low-resource languages not included
in the dataset. Data augmentation techniques, in-
cluding translation, were employed to enhance the
dataset. However, the translation process might
lead to the loss of nuanced labels related to specific
propaganda techniques. The subtleties necessary
for accurately detecting these techniques may not
fully translate, potentially diminishing the effec-
tiveness of the model. Additionally, the dataset
exhibits class imbalance issues. For instance, the
“Loaded Language” technique is frequently repre-
sented across many languages, while other tech-
niques, such as "Presenting Irrelevant Data (Red
Herring)" may have few or no samples in some lan-
guages like Russian. This imbalance complicates
performance evaluation and is further impacted by
the use of the F1 micro metric, which tends to fa-
vor majority classes and can obscure the model’s
performance on less-represented techniques.
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A Appendix

A.1 Dataset Information After Merging
Different Sets and Overlapping

Table 4: Instances per Language After Merging Differ-
ent Sets and Overlapping

Language Train Dev Test
ar 517 68 68
de 204 115 101
en 488 143 101
fr 164 95 101
it 273 142 101
ru 141 0 48
po 124 0 45

This table presents the number of instances in
the dataset after merging different sets and han-
dling overlapping data. The Arabic dataset ("ar")
combines the original WANLP data with additional
oversampled instances from the PTC translated
data. For the languages de, fr, it, and en, the trans-
lated test set from PTC English was used for evalu-
ation, while the development sets of po and ru were
used as test sets to assess the model’s performance
on original language data. This setup allows for
a comprehensive evaluation of the model’s ability
to generalize across both translated and original
datasets.

A.2 Label Distribution across the Training Set
of All Languages

Table 5 provides a detailed comparison of the distri-
bution of various propaganda techniques (or labels)
across different languages, including English, Ara-
bic, German, Italian, and French, indicating the
frequency of this propaganda technique in those
languages.

A.3 Text Length Across Labels and
Languages

Figure2 delves into the mean average text length
for each label across the five datasets. Notably,

Arabic texts exhibit significantly shorter lengths
compared to their German, English, Italian, and
French counterparts. This can be attributed to the
Arabic dataset’s composition, which includes a mix
of articles and tweets, the latter being considerably
shorter in length. Despite this, the overall trend
shows that labels such as "Straw Man," "Thought-
Terminating Cliché," and "Causal Oversimplifica-
tion" consistently feature longer text lengths across
all languages. Moreover, German articles stand out
for having the most extended text lengths when
compared to other languages, reflecting the na-
ture of the content. An important observation is
that text lengths across all datasets exceed the 512-
token limit, which is the maximum sequence length
that many models can process effectively. Specif-
ically, the text lengths in our datasets range from
2,000 to 12,000 tokens. This significant discrep-
ancy was a key motivation behind the development
of the MultiProp-Chunk model, designed to handle
longer sequences by breaking them into manage-
able chunks, ensuring that the entirety of the text
can be processed without losing critical informa-
tion.

A.4 Topic Modeling and Thematic
Classification Across Multilingual
Datasets

To analyze the topics in our dataset, we first pre-
processed the text data by tokenizing, lemmatizing,
and removing stopwords to standardize the input.
We then applied Latent Dirichlet Allocation (LDA)
5, specifically using the LdaMulticore model from
Gensim, to extract seven distinct topics from each
language dataset. Using the Bag of Words repre-
sentation, we identified key terms associated with
these topics. Subsequently, we categorized these
topics into overarching thematic groups based on
their content, resulting in a clear classification of
themes such as "Political Discussions, Elections"
and "COVID-19". This approach enabled a com-
prehensive understanding of the primary themes
present across different languages in the dataset.To
visualize the topic distribution across the datasets,
we generated pie charts for each language 3

B Technical Details

B.1 Weighted Loss Function for Multi-Label
Classification

The weighted loss function takes the form:
5https://github.com/piskvorky/gensim
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Label Distribution after applying Data Augmentation Techniques
Labels English Arabic German Italian French
Presenting Irrelevant Data (Red Herring) 52 16 34 34 43
Loaded Language 413 404 147 255 157
Thought-terminating cliché 119 42 89 121 85
Exaggeration/Minimisation 249 118 113 129 110
Repetition 199 64 45 51 48
Slogans 129 65 71 55 73
Flag-waving 177 48 65 47 30
Doubt 238 100 144 224 118
Appeal to authority 122 46 88 67 52
Bandwagon 45 30 39 34 51
Causal Oversimplification 133 62 61 67 68
Obfuscation, Intentional vagueness, Confusion 44 18 37 27 63
Name calling/Labeling 323 269 179 205 131
Reductio ad hitlerum 68 83 59 47 63
Appeal to fear/prejudice 204 132 101 148 90
Whataboutism 33 37 36 39 52
Black-and-white Fallacy/Dictatorship 102 51 57 62 55
Misrepresentation of Someone’s Position (Straw Man) 34 24 23 35 65

Table 5: Label Counts Across Different Languages

L = �
CX

i=1

wi [yi · log(�(zi))

+ (1 � yi) · log(1 � �(zi))]

where C is the number of classes, wi is the weight
for class i, yi is the true label, zi is the raw output
(logit) from the classifier, and �(·) is the sigmoid
function. This weighted loss function helps the
model correctly predict multiple labels for a given
text, especially for the less frequent classes.

C Hyper-parameters

C.1 Ensemble Models Parameters

Through extensive experimentation, we determined
the optimal learning rates for each model, in line
with established best practices and recommenda-
tions for BERT, XLM-R, and GPT-2 models.

Category Model Learning
Rate

E-B

ARBERT 1e-5
bert-base
multilingual-cased

3.7e-6

bert-base-cased 5e-5
xlm-roberta-large 4.4e-6

D-B
aragpt2-base 2e-5
gpt2-large 1.8e-5
gpt2-medium 1.8e-6

Hybrid
AraBART 3e-5
mt5-large 2e-5
mbart-large-50 3e-6

Table 6: Models and Their Learning Rates

Regarding training specifics, we found a batch
size of 10 to be optimal, with loss improvement
plateauing after 4 epochs. We set the tokeniza-
tion length to 512 to balance context capture with
memory constraints and applied a dropout rate of
0.1 to mitigate overfitting. The AdamW optimizer
was used across all ensemble models due to its effi-
cacy with transformer architectures and handling
sparse gradients. Additional key hyperparameters
are detailed in Table 7.
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Figure 2: Average Text Length per Label

Figure 3: Pie charts illustrating the distribution of topics across various languages.

C.2 Meta Estimators Parameters

For predictions aggregation, we utilized several
advanced classifiers and meta-estimators. The pa-
rameters for these classifiers, optimized using grid

search with cross-validation (cv = 5) on the devel-
opment sets, are summarized in Table 8.
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Parameter Value
Meta Models Learn-
ing Rate

2e-5

Maximum Gradient
Norm

1.0

Number of Labels 18
Embedding Dimen-
sion

1024

Max sequence
length

512

Overlap 100
Threshold for FFN
Prediction

0.5

Threshold for Clas-
sifiers Prediction

0.35

Learning Approach ’zero_shot’ or
’few_shot’

Maximum Chunks 25

Table 7: Hyperparameters and Additional Parameters

D Additional Results

D.1 Performance Evaluation of Different
Embedding Methods for Ensemble
Models

In this study, we utilize the F1 score to evaluate the
performance of three ensemble models: encoder-
based, decoder-based, and hybrid. These models
are assessed using three distinct embedding meth-
ods:

1. Transformer-based Embedding: We extract
embeddings from transformer models and concate-
nate them within the ensemble.
2.Transformer-based + GloFast Embedding:
Transformer-based embeddings are combined with
GloFast embeddings, which integrate GloVe and
FastText features.
3. Transformer-based + TF-IDF Embedding:
We calculate TF-IDF across the dataset and con-
catenate it with transformer-based embeddings for
each instance.
Our aim is to identify the most effective embed-
ding method, which can then be used as the default
for all ensemble models. The experiments, con-
ducted in a few-shot setting, are presented in Table
9 , with bolded values representing the highest F1
micro scores for each language and embedding
method. Additionally, GloFast shows significant
potential for further improvement. By increasing
the embedding dimensions from 200 (100 from

Classifier Parameters
Random
Forest

n_estimators=100

criterion=’gini’
bootstrap=True
oob_score=True
random_state=0
max_features=’sqrt’
class_weight=’balanced’

Gaussian
NB

Used with ClassifierChain
due to multilabel classifica-
tion
var_smoothing=1e-07

Logistic
Regres-
sion

Used with ClassifierChain
due to multilabel classifica-
tion
solver=’liblinear’
C=0.1
class_weight=’balanced’
penalty’: ’l1’

SVM Used with
OneVsRestClassifier
for multilabel classification
kernel=’poly’
C=1.0
decision_function_shape=
’ovr’
class_weight=’balanced’

xgboost n_estimators=100
learning_rate=0.1
max_depth=3
random_state=0

Table 8: Models and their parameters used in our evalu-
ation

GloVe and 100 from FastText) to 600 (300 for each
model), we expect to enhance performance. We
also believe that expanding the training dataset to
include languages like Italian and French will fur-
ther boost results. Although GloFast was initially
trained only on Arabic, English, and German, its
ability to generalize across languages and effec-
tively handle out-of-vocabulary words using the
"unknown" vector demonstrates its versatility.

While GloFast consistently performs well, the
combination of TF-IDF with transformer-based
models has delivered particularly strong results for
Italian and French. In contrast, transformer-based
embeddings alone achieved the highest scores
for German when used with the encoder-based
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ensemble model. This success can be attributed to
the pretrained multilingual models and the specific
nature of the German dataset, which combines
SemEval23 data with oversampled instances from
the translated PTC dataset.

D.2 Comparison of Approaches in Zero-Shot
Setting

The results in Table 10 highlight the performance
of our MultiProp Framework, which consists of
three components: MultiProp-Baseline, MultiProp-
Chunk, and MultiProp-ML, evaluated across seven
languages: English, Arabic, German, Italian,
French, Polish, and Russian. In a zero-shot set-
ting, we trained and fine-tuned the models on En-
glish and German, then assessed their ability to
generalize to the other languages. Similar to the
few-shot experiment, each system was evaluated
using three ensemble architectures: Encoder-Based
(En-B) models like mBERT and XLM-R, Decoder-
Based (De-B) models such as GPT-2 Large, and
Hybrid models like mBART and mT5. For each
component, we applied two prediction aggregation
methods: Use-FFN and Skip-FFN.

Our baseline model demonstrated strong perfor-
mance in languages like Italian, Polish, and Rus-
sian, even though no training data from these lan-
guages was used, validating the model’s general-
ization capabilities in a zero-shot setting. Notably,
Skip-FFN outperformed Use-FFN in most cases;
however, in Polish, the Use-FFN method showed
better performance with hybrid ensemble models
(mBART and mT5) in both the MultiProp-Chunk
and MultiProp-Baseline architectures, indicating
its effectiveness with encoder-decoder-based mod-
els for Polish in the zero-shot setting.

The MultiProp-Chunk model further improved
upon the baseline in many languages, including Pol-
ish, Russian, and French, when using the Skip-FFN
method. Meanwhile, the MultiProp-ML model con-
sistently outperformed the others in low-resource
languages, showcasing its ability to transfer knowl-
edge from high-resource languages in the zero-
shot setting. It was especially effective in Arabic,
where we leveraged a meta-learning approach with
pseudo-labels to enhance performance.

Since all three models were trained on English
and German, their performance on these languages
remained consistent with the few-shot setting. As
expected, our models outperformed state-of-the-art
models like XLM-R and mT5 in the zero-shot

setting across all languages, demonstrating
the effectiveness of ensemble models and the
integration of different embedding approaches and
classifiers.

F1 Micro Scores of Our Systems and State-of-the-Art Models in Zero Shot
MultiProp-Baseline

Ensemble Models En Ar Ge It Fr Po Ru
En-B (Use-FFN) 0.426 0.358 0.446 0.441 0.464 0.484 0.426
En-B (Skip-FFN) 0.562 0.488 0.574 0.560 0.524 0.592 0.567
De-B (Use-FFN) 0.431 0.369 0.427 0.449 0.445 0.515 0.445
De-B (Skip-FFN) 0.520 0.442 0.544 0.552 0.541 0.573 0.530
Hybrid (Use-FFN) 0.499 0.347 0.480 0.448 0.448 0.491 0.421
Hybrid (Skip-FFN) 0.576 0.377 0.583 0.494 0.502 0.447 0.446

MultiProp-Chunk
Ensemble Models En Ar Ge It Fr Po Ru

En-B(Use-FFN) 0.433 0.370 0.455 0.425 0.429 0.519 0.421
En-B (Skip-FFN) 0.590 0.454 0.573 0.511 0.503 0.617 0.583
De-B (Use-FFN) 0.435 0.335 0.422 0.429 0.424 0.476 0.426
De-B (Skip-FFN) 0.545 0.393 0.576 0.512 0.566 0.552 0.531
Hybrid (Use-FFN) 0.440 0.360 0.432 0.447 0.476 0.569 0.428
Hybrid (Skip-FFN) 0.568 0.232 0.560 0.526 0.434 0.379 0.547

MultiProp-ML
Ensemble Models En Ar Ge It Fr Po Ru

En-B(Use-FFN) 0.499 0.370 0.443 0.392 0.392 0.491 0.441
En-B(Skip-FFN) 0.567 0.501 0.569 0.573 0.566 0.613 0.587
De-B(Use-FFN) 0.430 0.359 0.412 0.427 0.431 0.479 0.431
De-B(Skip-FFN) 0.506 0.347 0.553 0.541 0.546 0.573 0.521

Hybrid (Use-FFN) 0.533 0.381 0.452 0.448 0.448 0.513 0.478
Hybrid (Skip-FFN) 0.579 0.432 0.569 0.538 0.474 0.535 0.502

State of the Art Models
Baseline Models En Ar Ge It Fr Po Ru

mBERT 0.351 0.263 0.347 0.336 0.353 0.388 0.337
mt5-large 0.334 0.295 0.358 0.341 0.341 0.380 0.375
gpt2-large 0.348 0.300 0.339 0.365 0.342 0.368 0.332

Llama2 0.341 0.278 0.369 0.341 0.331 0.402 0.337
XLM-R 0.361 0.315 0.324 0.338 0.350 0.375 0.343

mbart-large 0.351 0.310 0.336 0.348 0.354 0.371 0.350

Table 10: F1 Micro Scores of Our Three Proposed Sys-
tems across Seven Languages under a Zero-Shot Learn-
ing Setting.
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Embedding Methods F1 Micro Score of our three models using the Skip-FFN method
Models English Arabic German Italian French Polish Russian

Transformer-based Embedding
Encoder-Based 0.546 0.543 0.582 0.582 0.566 0.590 0.509
Decoder-Based 0.530 0.477 0.563 0.521 0.554 0.566 0.502

Hybrid 0.570 0.531 0.577 0.547 0.595 0.431 0.552

Transformer-based+GloFast Embedding
Encoder-Based 0.556 0.569 0.573 0.573 0.559 0.605 0.539
Decoder-Based 0.530 0.521 0.563 0.507 0.562 0.594 0.508

Hybrid 0.571 0.533 0.576 0.523 0.587 0.408 0.573

Transformer-based+TF-IDF Embedding
Encoder-Based 0.560 0.551 0.575 0.593 0.560 0.590 0.562
Decoder-Based 0.537 0.498 0.559 0.518 0.558 0.594 0.534

Hybrid 0.570 0.530 0.578 0.509 0.595 0.433 0.541

Table 9: F1 Micro Scores for Different Embedding Methods and Ensemble Models
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1 Equal Contribution

Abstract
Automatic Speech Recognition (ASR) systems
for morphologically complex languages like
Urdu, Persian, and Arabic face unique chal-
lenges due to the intricacies of Perso-Arabic
scripts. Conventional data processing methods
often fall short in effectively handling these lan-
guages’ phonetic and morphological nuances.
This paper introduces a unified data processing
pipeline tailored specifically for Perso-Arabic
languages, addressing the complexities inher-
ent in these scripts. The proposed pipeline en-
compasses comprehensive steps for data clean-
ing, tokenization, and phonemization, each of
which has been meticulously evaluated and val-
idated by expert linguists. Through expert-
driven refinements, our pipeline presents a
robust foundation for advancing ASR perfor-
mance across Perso-Arabic languages, support-
ing the development of more accurate and lin-
guistically informed multilingual ASR systems
in future.

1 Introduction

Automatic Speech Recognition (ASR) systems
have made significant progress, but effective pre-
processing remains crucial, especially for lan-
guages with complex morphology like Urdu, Per-
sian, and Arabic. Traditional methods often fall
short for these languages due to their complex
scripts and phonetic diversity.

Perso-Arabic languages have orthographic com-
plexities, including script variations and diacritics,
often leading to ambiguity. This paper proposes
a preprocessing pipeline specifically for Perso-
Arabic languages, addressing script handling, pho-
netic representation, and word segmentation to en-
hance ASR performance.

Our preprocessing pipeline focuses on data
cleaning, tokenization, and phonemization. These
steps can significantly improve ASR accuracy for
Perso-Arabic languages, contributing to better mul-
tilingual ASR systems.

2 Related Work

Most ASR work for Urdu, Persian, and Arabic re-
lies on supervised learning needing large labelled
datasets. Chowdhury (Chowdhury et al., 2021) and
Dhouib (Dhouib et al., 2022) have explored su-
pervised methods, while Waheed (Waheed et al.,
2023) have used self-supervised techniques for Ara-
bic ASR. Urdu ASR research has followed a sim-
ilar path (Khan et al., 2021) (Khan et al., 2023),
with recent self-supervised advances (Mohiuddin
et al., 2023) reducing labelled data requirements.
Persian ASR has also used self-supervised learn-
ing, with Kermanshahi (Kermanshahi et al., 2021)
employing transfer learning for low-resource set-
tings. Most research has focused on models rather
than preprocessing, which our work aims to ad-
dress. Studies on graphemic normalization and
script conversion (Doctor et al., 2022) (Lehal and
Saini, 2014) highlight the need for specialized pre-
processing to handle script inconsistencies. Gutkin
(Gutkin et al., 2023) and Iyengar (Iyengar, 2018)
have discussed script variations and consistency
issues. Building on these, our pipeline introduces
cleaning, normalization, and tokenization to ad-
dress challenges across multiple Perso-Arabic lan-
guages, aiming to improve ASR performance.

3 Lexicon

A lexicon contains mappings from words to their re-
spective phonetic representations, playing a pivotal
role in ASR systems, particularly those based on
Kaldi. Even with advancements in end-to-end deep
learning-based ASR systems, Kaldi’s hybrid archi-
tecture still relies heavily on well-constructed lexi-
cons to achieve accurate speech recognition results.
The lexicon is critical in statistical ASR models,
where correct phonetic transcriptions determine the
quality of word recognition. For Perso-Arabic lan-
guages such as Arabic, Persian, and Urdu, lexicon
creation becomes even more challenging due to
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their morphological complexity and phonetic vari-
ability.

This section discusses our two-part lexicon cre-
ation process: Tokenization, which involves seg-
menting text into individual words, and Phonetic
Parsing, which converts these words into their pho-
netic forms.

3.1 Tokenization
In a language like English, we can use whites-
pace to break sentences into words directly. But
word segmentation becomes much more challeng-
ing in the case of Perso-Arabic script, as these
languages pose unique challenges in natural lan-
guage processing due to their intricate morphology,
encompassing both derivational and inflectional
forms. Inflectional morphology involves modifying
words to reflect gender, tense, and other grammati-
cal features, while derivational morphology alters
the meaning of words through prefixes, suffixes,
or infixes.(Habash, 2010). The cursive nature of
the Arabic script further complicates tokenization,
making it challenging to identify clear morpheme
boundaries, particularly in cases where letters are
linked differently depending on their position in a
word.

We explored several tokenization tools, includ-
ing NLTK (Bird et al., 2009), Stanza (Qi et al.,
2020), and various language-specific tokenizers,
with the aim of selecting the most appropriate
approach. Despite the versatility of these tools,
NLTK emerged as the best choice based on ex-
pert consultations. It did present some challenges,
particularly in splitting abbreviations and break-
ing compound words. This was problematic given
the highly specific meanings carried by compound
words in Perso-Arabic languages. However, NLTK
demonstrated superior performance in terms of ac-
curacy and speed compared to other options. Thus,
NLTK was selected as the primary tokenizer for its
efficiency in maintaining accuracy across the three
languages.

3.2 Parser
Here’s the revised version of the paragraph:

For the next stage of lexicon creation, we fo-
cused on phonetic parsing—converting words into
their phonetic transcriptions. Phonemizer (Bernard
and Titeux, 2021) emerged as the preferred parser
for handling Perso-Arabic languages due to its ef-
fectiveness in converting linguistic input into pho-
netic representations. Phonemizer provides flexibil-

ity in phonetic parsing by offering multiple back-
ends, each with different strengths1.

An expert linguist verified that Phonemizer ef-
fectively handles the complexities and accurately
parses Persian, Urdu, and Arabic phonemes. For
other low-resource Abjad or Ajami languages in-
cluded in Phonemizer’s supported languages, such
as Sindhi, the same approach can be applied. How-
ever, for languages like Pashto, which are not sup-
ported by Phonemizer, we have explore other op-
tions in future.

4 Data Pre Processing

In our analysis of the transcripts, we identified
elements that could adversely affect ASR perfor-
mance, such as punctuation, extraneous charac-
ters, numerical data, and foreign language words.
To address these issues, we implemented a modu-
lar pre-processing pipeline. It systematically han-
dles Perso-Arabic scripts by removing non-space
joiners, converting numbers using Num2Words,
transliterating foreign words with Google Translit-
eration, and performing Text Normalization. This
streamlined approach improves data consistency
and ASR accuracy.

4.1 Understanding RTL Languages

Properly handling RTL (Right-to-Left) languages
like Arabic, Persian, and Urdu is essential for ac-
curate ASR preprocessing because these languages
have unique script orientation and text handling
requirements. Historically, RTL language support
was limited before the introduction of Unicode,
with most software assuming LTR (Left-to-Right)
directionality.

The Unicode encoding system solved this issue
by defining directional character types2 for RTL
and LTR languages:

• Strong types: Characters that have an ex-
plicit directionality (irrespective of surround-
ing text), such as RTL for Hebrew or LTR for
English.

• Weak types: Characters like numbers and
punctuation that hat might have a direction,
but it doesn’t affect their surroundings and
may be adjusted based on their surrounding
text.

1https://github.com/bootphon/phonemizer
2https://unicode.org/reports/tr9/
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• Neutral characters: Characters that can flow in
either direction, like whitespace or newlines,
which inherit the direction from surrounding
text.

This Unicode approach enables the display and
processing of RTL text in its natural reading order
without requiring code modifications. For instance,
when typing a two-letter word, the first letter is en-
tered and pronounced first, followed by the second
letter. This sequence is maintained in the stored text
file, and the first pronounced letter corresponds to
the first byte. This is precisely the same way Left-
to-Right (LTR) languages are stored. Therefore,
any code designed for LTR scripts can process RTL
text seamlessly without additional adjustments.

When displayed, however, RTL text appears
from right to left, with the first pronounced char-
acter positioned at the rightmost end. This is due
to Unicode’s assigned directionality attribute. Text
editors interpret this directionality in Unicode and
adjust the rendering accordingly, beginning display
from the right. Thus, it is the text editor that man-
ages the visual directionality, ensuring accurate
RTL presentation, even though the text is stored on
disk in the same way as LTR languages.

Perso-Arabic 
Script

Remove Non-
Space Joiners

Num2Words
Google 

Transliteration
Text

Noramalisation

Figure 1: Data Pre-Processing pipeline

4.2 Handling Non-Space Joiners

During the preprocessing phase, we encountered
non-space joiners: characters used to connect or
join other characters without adding visible space.
These joiners are particularly relevant for text pro-
cessing in scripts that have complex typographical
rules. They help maintain proper formatting, but
non-space joiners can introduce significant issues
in ASR, particularly for Urdu, Persian, and Arabic
languages. For instance, Pop Directional Format-
ting can alter text direction, leading to inconsisten-
cies that negatively impact how the ASR system
processes and interprets the text. To address these
issues, we systematically identified and removed
several non-space joiners. The exact non-space
joiners removed are detailed in Appendix A (see
Table: Unicode Codes for Non-Space Joiners)

These characters were removed by searching
for their Unicode code points and systematically
replacing them as part of the preprocessing pipeline

4.3 Handling Numerical Data

We also observed that English text and numerical
data in transcripts were often pronounced in the
native language of the audio recordings. This dis-
crepancy was particularly evident in the case of
numbers. To resolve this issue, we translated En-
glish numbers into the respective native language
using the num2words 3 library. This Python tool ef-
fectively converts numerical values into their word
forms, supporting various formats such as cardi-
nal and ordinal numbers and even currency forms.
Num2words was particularly useful for aligning
text with spoken content by generating word-based
representations of numbers. The tool’s extensive
support for different languages and its customiza-
tion options made it well-suited for ensuring that
numerical data was processed accurately, improv-
ing the consistency between audio and text.

4.4 Transliteration of Foreign Words

Another challenge was the presence of foreign
words in transcripts, such as abbreviations or terms
pronounced in a foreign language. For these
cases, transliteration was required to convert for-
eign words into native equivalents based solely
on pronunciation rather than meaning. We evalu-
ated several transliteration tools, including Google
Transliteration4, Akshara Mukha5, and QCRI API6.
Google Transliteration was selected as the most ef-
fective solution after thorough assessment and con-
sultation with linguistic experts. Google Translit-
eration provides robust phonetic input conversion
across various scripts, making it suitable for han-
dling the complexities of Arabic, Persian, and Urdu.
It allows for easy and consistent transliteration of
foreign terms, thereby enhancing the overall quality
and consistency of the text-processing workflow.

4.5 Text Normalisation

The next step in our preprocessing involved remov-
ing punctuation marks from the transcripts. Un-
like other languages, Perso-Arabic scripts use a
distinct set of punctuation symbols, requiring the
identification of unique Unicode ranges. To stan-
dardize the text, we identified and removed specific
Unicode ranges corresponding to characters and

3https://github.com/savoirfairelinux/num2words
4https://www.google.com/inputtools/services/

features/transliteration.html
5https://aksharamukha.appspot.com/
6https://mt.qcri.org/api

25



punctuation marks for each language. The Uni-
code ranges for Urdu, Persian, Arabic, and various
punctuation categories were meticulously selected
(see Appendix A for full details). For extension
to other low-resource languages, the preprocess-
ing pipeline would need to identify and include
language-specific Unicode characters by carefully
evaluating the data for any additional unique sym-
bols or punctuation marks. This language-specific
customization and systematic removal of unwanted
characters helped reduce noise and improved the
consistency between the audio and text data, which
improved the overall clarity and usability of the
transcript data for subsequent ASR tasks.

5 Experiment

5.1 Dataset
We began collecting data from various sources, in-
cluding Common Voice, OpenSLR, and other open-
source datasets, with MGB-2 for Arabic as a major
contributor (Ali et al., 2019) (Kolobov et al., 2021)
(Messaoudi et al., 2021). The Common Voice
dataset had fewer verified files than anticipated,
requiring careful filtering to retain only verified
transcripts. The OpenSLR dataset contained audio
paired with transcripts, which we used to segment
the audio and discard discrepancies. Notably, the
MGB-2 Arabic data was not diacritized, and we
used it as-is. After combining datasets, noisy audio
files were removed, and transcripts were cleaned
to eliminate symbols and empty entries. All tran-
scripts were standardized in text format. Audio
files from diverse sources were converted to WAV
format and resampled to a consistent 16kHz rate
See Table 1 for a clear breakdown of the dataset
used for training.

Language Train (hours) Test (hours)
Arabic 1202 52.5
Urdu 65 4
Persian 80 14.5

Table 1: Dataset split for different languages.

5.2 Building Statistical ASR using Kaldi
Framework

We first started building an ASR model in Kaldi
(Povey et al., 2011) for each Urdu, Persian, and
Arabic language. For Arabic, we used Buckwalter
Transcription (Habash et al., 2007) and modelled
the ASR as described in (Ali et al., 2014). We fol-
lowed a similar recipe to model ASR for Urdu and

Persian, using NLTK tokenizer and Phonemizer to
create lexicons. SRILM (Stolcke, 2004) was used
for language modelling. The results are displayed
in Table 2.

Experiment WER (%)
Arabic ASR (Buckwalter) 35.0
Urdu ASR 61.5
Persian ASR 56.0

Table 2: WER for different languages using Kaldi.

5.3 End2End ASR using Wav2Vec2.0
To fine-tune the wav2vec 2.0 model (Baevski et al.,
2020), we started by selecting the CLSRIL-23
pre-trained model. This model had already been
trained on a broad and diverse dataset, providing
a strong baseline for customization to our spe-
cific languages. We used SentencePiece(Kudo and
Richardson, 2018) as the tokenizer for all the lan-
guages and trained the ASR model for each lan-
guage separately. The results are displayed in Ta-
ble 3.

Experiment WER (%)
Arabic ASR 38.0
Persian ASR 32.9
Urdu ASR 29.6

Table 3: WER for different languages using
Wav2vec2.0.

6 Conculsion

In conclusion, we successfully developed ASR sys-
tems for Urdu, Persian, and Arabic using statisti-
cal (Kaldi) and fine-tuned neural models (wav2vec
2.0). A common preprocessing and lexicon cre-
ation pipeline was established across all three lan-
guages, addressing the unique challenges of Perso-
Arabic scripts. While we did not consider diacriti-
zation for Arabic in this work, we intend to address
this in future studies. In this work, we carefully con-
sidered, evaluated, and finalized the best choices
for each step in the unified preprocessing pipeline
for Persian, Arabic, and Urdu. For other languages
like Pashto and Sindhi, this pipeline can be ex-
tended; however, the results would need verifica-
tion by a linguistics expert to ensure accuracy and
linguistic integrity. Building on this foundation, our
next step will be to create a multilingual ASR sys-
tem, which promises to make speech recognition
technology more accessible for under-resourced
languages and enhance multilingual capabilities.
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A Appendices

Unicode Ranges for Urdu, Persian, and Arabic

Language Unicode Ranges
Arabic (ar) \u 0600-\u 06FF, \u 0750-\u 077F, \u 0870-\u 089F, \u 08A0-\u 08FF

Urdu (ur) \u 0621, \u 0622, \u 0624, \u 0626, \u 0627, \u 0628, \u 062A-\u 062F,
\u 0630-\u 0639, \u 063A, \u 0641, \u 0642, \u 0644, \u 0645, \u 0646, \u 0648,
\u 0679, \u 067E, \u 0686, \u 0688, \u 0691, \u 0698, \u 06A9, \u 06AF, \u 06BA,
\u 06BE, \u 06C1, \u 06CC, \u 06D2, \u 0660-\u 0669

Persian (fa) \u 0621-\u 0629, \u 062A-\u 062D, \u 062E-\u 062F, \u 0630-\u 0652, \u 0654,
\u 067E, \u 0686, \u 0698, \u 06A9, \u 06AF, \u 06CC

Unicode Ranges for Punctuation Marks

Category Unicode Ranges
General Punctuation \u 0021, \u 0022, \u 0023, \u 0024, \u 0025, \u 0026, \u 0027, \u 0028,

\u 0029, \u 002A, \u 002B, \u 002C, \u 002D, \u 002E, \u 002F, \u 003A,
\u 003B, \u 003C, \u 003D, \u 003E, \u 003F, \u 0040, \u 005B, \u 005C,
\u 005D, \u 005E, \u 005F, \u 0060, \u 007B, \u 007C, \u 007D, \u 007E,
\u 00A9, \u 00AB-\u 00BB, \u 201D, \u 201C

Hyphens and Symbols \u 2010-\u 2014, \u 2026, \u 2030, \u 20AC, \u 201D

Arabic Punctuation \u 0609, \u 060C, \u 060D, \u 060E, \u 060F, \u 061E, \u 061C, \u 061D,
\u 0615, \u 0617, \u 0616, \u 061F, \u 066D, \u 06D4, \u 066A, \u 066B,
\u 066C, \u 061B

Unicode Codes for Non-Space Joiners

Description Unicode Codes
Non-Space Joiners \u 200B (Zero Width Space), \u 200C (Zero Width Non-Joiner), \u 200D

(Zero Width Joiner), \u 200E (Left-to-Right Mark), \u 200F (Right-to-Left
Mark), \u 202A (Left-to-Right Embedding), \u 202B (Right-to-Left Embed-
ding), \u 202C (Pop Directional Formatting), \u 202D (Left-to-Right Override),
\u 2066 (Left-to-Right Isolate), \u 2067 (Right-to-Left Isolate), \u 2028 (Line
Separator)
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Abstract

MorphoLex is an investigation that focuses
on analyzing the roots, prefixes, and suf-
fixes of words. Turkish Morpholex, for
example, analyzes 48,472 Turkish words.
Unfortunately, it lacks in-depth analysis
of the Arabic-origin words, and does not
include their accurate and correct roots.
This study analyzes Arabic-origin words in
the Turkish Morpholex, annotating their
roots, morphological patterns, and seman-
tic categories. The methodology developed
for this work is adaptable to other lan-
guages influenced by Arabic, such as Urdu
and Persian, offering broader implications
for studying loanword integration across
linguistic contexts.

1 Introduction
Morphological lexicons (Arıcan et al., 2022;
Sánchez Gutiérrez et al., 2017; Mailhot et al.,
2019) play a vital role in understanding the
structure of languages, particularly in aggluti-
native languages like Turkish, where complex
words are formed through the combination
of multiple morphemes. By analyzing these
structures, we can gain insights into how words
are constructed. Arıcan et al. (2022) built
the first Turkish morphological lexicon that in-
cludes an analysis of 48,472 words categorized
by their roots, prefixes, and suffixes. As Turk-
ish contains some loanwords from languages
such as Arabic and Persian, the analysis of
those words needs to follow the grammar of
that language. Turkish Morpholex, however,
does not process the loanwords accurately.

In this work, we address this problem and
analyze the Arabic loanwords to Turkish ac-
cording to the Arabic grammar. In addition
to finding the accurate roots for those words,
we analyzed the words across other dimensions
as well, such as morphological pattern and se-

mantic categories. We open-source all the an-
notations done in this work1.

The methodology used in this study not only
deepens our understanding of Turkish Mor-
pholex but also provides a framework that can
be applied to other languages with significant
Arabic influence, including Urdu and Persian.
This highlights the potential for broader ap-
plications of this research in multilingual and
cross-linguistic studies.

2 Literature Review
The investigation of Arabic roots in the Turk-
ish language, particularly through extensions
of the Turkish WordNet, builds on a founda-
tion of research in morphological lexicons and
linguistic borrowings. The MorphoLex Turk-
ish project (Arıcan et al., 2022) provides a sig-
nificant contribution by developing a lexicon
for Turkish morphology, inspired by earlier
work on morpholexical resources for languages
like English (Sánchez Gutiérrez et al., 2017)
and French (Mailhot et al., 2019). Studies
on Turkish morphological analysis highlight
its unique agglutinative structure, which relies
heavily on suffixation. However, Turkish has
also been profoundly influenced by Arabic due
to historical contact, leading to the adoption
of numerous loanwords, especially in religious,
legal, and administrative contexts.

Existing research in loanwords, such as Seri-
gos (2017)’s work on Anglicisms in Spanish,
introduces the concept of semantic specificity.
Serigos’ study reveals that loanwords often
carry more nuanced or specific meanings com-
pared to their native counterparts, a hypothe-
sis that can be extended to Arabic loanwords
in Turkish. For example, the Arabic-origin
word in Turkish Adalet (ᄭᄟڎا༟ in Arabic and

1https://github.com/mouneszawal/turkish-lexicon-
arabic-roots
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Justice in English) has a specific meaning com-
pared to the native Turkish word Doğruluk,
which is a broader term that can mean cor-
rectness, honesty, or truthfulness in general,
without necessarily referring to legal justice.

Alshammari and Alshammari (2020) con-
ducted an in-depth analysis of 250 Turkish
loanwords of Arabic origin, shedding light on
the phonological and morphological adapta-
tions these words undergo during their inte-
gration into Turkish. This study highlights
the impact of native speaker knowledge on
the borrowing process and offers a detailed ex-
ploration of phonological modifications, mor-
phological markings, and compound forms in
Arabic-origin loanwords.

Stachowskı (2020) investigated phonetic ren-
derings Arabic- and Persian-origin words in
Turkish, analyzing 1,748 loanwords to iden-
tify both typical and unusual phonetic changes
during the borrowing process. The research
provides insights into how foreign words adapt
to the Turkish phonological system, offering a
deeper understanding of linguistic integration
mechanisms.

Furthermore, Procházka (2009) investigated
Turkish loanwords in Arabic, offering a com-
parative perspective on the bidirectional na-
ture of linguistic borrowing between Turkish
and Arabic. The study sheds light on how
Turkish words are adapted into Arabic, enrich-
ing the understanding of cross-linguistic influ-
ence.

Moreover, Fattakhova and Mingazova
(2015) explored how Arabic loanwords have
been integrated into Tatar and Swahili. Both
languages share similarities in loanword
assimilation due to their agglutinative nature
but exhibit differences, such as Swahili’s
postposition of adjectives and Tatar’s com-
pound verbs. The study highlights the diverse
semantic fields Arabic loanwords cover, such
as religion, science, and culture, revealing the
historical impact of Arabic in shaping both
languages’ lexicons.

There are many studies that examine Ara-
bic loanwords in Turkish and other languages,
focusing on their linguistic integration, phono-
logical and morphological adaptation (Al-
Hashmi, 2016; Perry, 1984; Corriente, 2008;
Sayahi, 2005). These studies highlight how

Arabic-origin words have been absorbed into
recipient languages, often filling semantic gaps
and contributing to the linguistic richness of
languages like Turkish, Spanish, Tatar, and
many others.

Building on these works, this study aims to
further explore how Arabic-origin words inte-
grate within the Turkish language by enrich-
ing the root-based analysis in the Turkish Mor-
pholex. This work contributes to understand-
ing the semantic and morphological interac-
tions between Arabic and Turkish, as well as
the mechanisms by which Arabic loanwords
have been absorbed and adapted into the mod-
ern Turkish lexicon.

3 Turkish Morpholex

Since Turkish is an agglutinative language,
where words are formed by adding suffixes
to a base root, Arıcan et al. (2022) em-
phasizes the importance of analyzing Turkish
separately from other languages like English
and French, which have different morpholog-
ical structures. In their work, they develop
a Turkish Morpholex, which is morphologi-
cal lexicon for Turkish that contains 48,472
words, taken from the Turkish KeNet word-
net (Ehsani et al., 2018; Bakay et al., 2021),
analyzed based on their roots, prefixes, and
suffixes. The creation of this lexicon involved
manual annotation, where each word is care-
fully analyzed for its semantic and morpholog-
ical structure, unlike the case for the English
and French ones where all the analysis was not
done manually.

Turkish language originally does not have
prefixes. However, prefixes exist and are used
currently in Turkish due to the influence of
other languages on Turkish such as Arabic,
Persian, French, and English. The existence
of such loanwords makes the task harder when
building morphological lexicons since those
would require the analysis of the loaned word
according to that language’s grammar. Arıcan
et al. (2022), for instance, did not analyze the
Arabic loanwords in depth and treated them
as any other Turkish words. For example, for
Arabic-origin word adaletli (fair), they only re-
move the Turkish suffix (li), which makes the
word adalet (justice) an adjective, and con-
sider the word adalet to be the root. Therefore,
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we analyze in this work those Arabic-origin
words in depth to increase the accurateness
and depth of the Turkish Morpholex.

4 Arabic Morphology

Arabic is a semitic language, and its mor-
phology is quite different from that of Turk-
ish. While Turkish is an agglutinative lan-
guage, Arabic uses a root-and-pattern system
where words are constructed by formalizing
roots into specific patterns.

Arabic words typically derive from trilit-
eral or quadriliteral roots that convey the
core meaning. Roots are combined with spe-
cific patterns, involving fixed vowels and some-
times additional consonants, to form words
in different grammatical categories, such as
verbs, nouns, and adjectives. For instance,
the root ”ك-ت-ب” (k-t-b, ”to write”) can form
words like ”܋َٺصََ” (kataba, ”he wrote”) and
”঺঒؇ب” (kitāb, ”book”) based on different pat-
terns. This root-and-pattern system allows for
a vast number of word forms derived from a
single root.

In addition to roots and patterns, Arabic
morphology involves the use of prefixes, suf-
fixes, and infixes to modify words grammat-
ically. Prefixes and suffixes indicate tense,
voice, plurality, and other grammatical fea-
tures, while internal vowel changes (infixes) of-
ten reflect tense or voice changes in verbs. For
example, the verb ”܋َٺصََ” (kataba, ”he wrote”)
changes to the passive form ”܋ُٺصَِ” (kutiba, ”it
was written”). Understanding these modifica-
tions is essential for determining a word’s root
and meaning.

Arabic words can be categorized into verbs,
nouns, adjectives, and particles, with each cat-
egory following specific morphological rules.
Verbs, for example, change according to tense,
voice, and mood, while nouns reflect gender,
number, and definiteness. Derivation, or Ish-
tiqaq, is a key feature of Arabic, where mul-
tiple related words are derived from a single
root. For instance, from the root ”ع-ل-م” (‘-l-
m, ”to know”), we get words like ”َᕡ ّ֟ ”༟َ޺ (‘allama,
”to teach”) and ”༟ߺࠊم” (‘ulum, ”sciences”).

The process of identifying the root of an
Arabic word involves stripping away affixes
and recognizing weak letters that may change

form or disappear in different word structures.
This process is crucial in understanding the
word’s meaning and forming new words from
the same root.

5 Annotation

We initially identified Arabic-origin words
found in the Turkish Morpholex by utilizing
the official digital dictionary of the Turkish
Language Association (TDK)2, which provides
information about the etymological roots of
words. We ended up with 4,687 unique words
of Arabic-origin according to TDK’s classifica-
tion.

Subsequently, we started the manual anno-
tation and analysis of each word, drawing pri-
marily from the Riyadh Dictionary3, a con-
temporary digital resource for the Arabic lan-
guage. For some instances, we also consulted
the Doha Dictionary4, another Arabic digital
lexicon.

The annotation process, however, presented
several challenges. A significant portion of
these Arabic-origin words entered the Turkish
lexicon during periods of Ottoman rule over
Arabic-speaking territories. As a result, many
of these terms are now considered outdated in
modern Arabic. In some cases, words had ex-
perienced a complete shift in meaning, while in
others, the terms had been entirely abandoned.
Due to these changes, it was often difficult to
locate the exact words in contemporary Ara-
bic dictionaries. To overcome this, we had to
identify Arabic words with similar morpholog-
ical and semantic characteristics to complete
the annotation.

To address semantic shifts, we relied on
historical and contemporary Arabic lexicons,
such as the Riyadh and Doha dictionaries, to
trace the original meanings of words. For ex-
ample, the Turkish word ”adalet” (justice) re-
tains its semantic alignment with the Arabic
root ,”ع-د-ل” while the word ”şebabet” (youth)
has no direct Arabic equivalent but derives
from the Arabic root .”ش-ب-ب” Orthographic
changes were handled by identifying consistent
patterns of adaptation, such as the omission of
weak letters or changes in vowel placement, en-

2https://sozluk.gov.tr/
3https://dictionary.ksaa.gov.sa/
4https://www.dohadictionary.org/
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suring accurate root identification.
Three primary challenges emerged during

the annotation process:

• Obsolete Words: many Arabic-origin
words in Turkish are no longer in active
use in modern Arabic. For these, we iden-
tified semantically similar roots using his-
torical texts.

• Turkish-Neologisms: some Turkish words,
like ”şebabet,” were created using Arabic
morphological patterns but have no Ara-
bic counterpart. These were annotated to
reflect their hybrid nature.

• Compound Words: words like ”alelacele”
(hastily), which combine multiple Arabic
roots, were annotated with detailed notes
on their composition.

During the annotation process, some words
classified as Arabic-origin by the TDK were
found not to be of Arabic origin upon fur-
ther investigation. For example, terms such as
Patlıcan (eggplant) and Sabun (soap) were in-
correctly categorized as Arabic-origin. These
words were excluded from the annotation pro-
cess, and their misclassification was docu-
mented.

The annotations were carried out by the first
three authors, all of whom are native Arabic
speakers and fluent in Turkish. Their linguis-
tic expertise ensured a deep understanding of
both Arabic roots and Turkish adaptations.
To maintain consistency, each annotator in-
dependently reviewed a subset of the words,
and any disagreements were resolved collabora-
tively during weekly discussions. This collabo-
rative approach ensured that the final annota-
tions were accurate and reflective of both lan-
guages’ morphological and semantic systems.
The annotation task was evenly distributed
among the three annotators, resulting in the
successful annotation of 3,855 Turkish words
from the total of 4,687 identified Arabic-origin
words. Due to time constraints, 338 words
were left for future analysis. Each annotated
word which include its Arabic root ,(༥ڍر) mor-
phological pattern وزن) - wazn), and semantic
category (۰గၵၽܳا ྾ཏڢ).

To evaluate the accuracy of our annotations,
we conducted a pilot study with 100 randomly

selected words, achieving 93% agreement be-
tween the annotated roots and the consen-
sus reached among the annotators. This pro-
cess ensured a high degree of reliability in our
dataset.

6 Statistics

Arabic Roots
# Distinct Arabic Roots 1430
# Source Turkish Roots 3855

Table 1: Turkish roots linked to distinct Arabic
roots

Figure 1: Distribution of the distinct Arabic roots
compared to the ideal zipf’s law values.

Table 1 provides an overview of the num-
ber of distinct Arabic roots and their corre-
sponding Turkish source roots. The table re-
veals that there are 1,430 distinct Arabic roots,
which their frequency distribution quite fol-
lows the ideal Zipf’s law (Human, 1949) values
as shown in Figure 1, associated with 3,855
Turkish roots in total. This suggests a signifi-
cant lexical borrowing from Arabic, indicating
the deep historical and cultural connections be-
tween the Arabic and Turkish languages. The
fact that 3,855 Turkish words are connected to
these 1,430 Arabic roots highlights the Arabic
influence on the Turkish vocabulary.

The most common Arabic roots, shown in
Table 2, are some specific Arabic roots that
have the highest number of Turkish deriva-
tives. For example, the Arabic root ڢިم is con-
nected to 18 Turkish words, including Takvim
(calendar), Kıvam (consistency), and Kayyum
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Arabic
Root

# Of
Words

Meaning Example Words

ڢިم 18 Refers to standing, rising, or establishing.
It covers meanings such as to stand up,
rise, set up, lead, establish, or correct.

takvim, kıvam, kayyum

ુળ༡ 16 Tied to judgment, wisdom, or authority.
It includes ruling, governing, giving ver-
dicts, and acting with wisdom.

mahkeme, hikmet, hakem

ጥ጑݁ 16 Associated with ownership, control, or
kingship, signifying possession, dominion,
power, authority, and being a king.

emlak, mülk, melek

ۋިل 15 Focuses on transformation, movement, or
change, covering concepts like shifting,
transferring, or circling.

tahavvül, mütehavvil, istihale

؜ਵض 15 Deals with presenting, displaying, or ex-
posing. It can also refer to width or
breadth and encompasses concepts like
honor or reputation.

arz, maruz, taarruz

ሒᇿو 14 Focuses on closeness, support, and
guardianship, including meanings such as
protecting, being close, allying, or acting
as a guardian.

vali, vilayet, mütevelli

ۋگݑ 13 Relates to achieving or realizing, implying
the act of making something true or bring-
ing it into existence.

elhak, hakikat, hakiki

ڢڎر 13 Relates to measuring, determining, or de-
creeing. It also signifies power, capability,
fate, or predestination.

kadar, kadir, kudret

؜ਵف 13 Involves knowledge or recognition, imply-
ing knowing, recognizing, or understand-
ing.

muarefe, örf, tarif

ؕᆇᅹ 13 Relates to gathering or collecting, imply-
ing the act of bringing together or assem-
bling.

cami, camia, cemaat

ጵ጑༡ 13 Encompasses resolving, analyzing, or mak-
ing something permissible. It can mean to
untie, explain, or make lawful.

mahal, mahalle, inhilal

Table 2: Most common Arabic roots along with Turkish example words.

(guardian). Other roots such as ጥ጑݁ (related
to ownership or kingship), and ؜ਵض (meaning
”offer” or ”show”) each is related to several
Turkish word.

We also show the most common semantic
categories in Table 3, categorizing the Arabic-
rooted words in Turkish by grammatical func-
tion with examples of Turkish words for each
category. The most frequent category is มฃ݁أ
྾ངا (meaning noun), with 1,789 occurrences, in-
cluding words like Abes (absurd) derived from

the Arabic root ؜ٴت (meaning ”nonsense” or
”absurdity”). Other categories include ذات ྾ངا
(concrete noun), and ڣ؇༟ܭ ݬڰ۰ (Subjective Ad-
jective), ݁ڰأިل ݬڰ۰ (Objective Adjective), and
۰ዛ዇݁ލ ݬڰ۰ (Comparable Adjective), each illus-
trating the variety of ways Arabic roots are
integrated into Turkish vocabulary. These cat-
egories reflect how Arabic words were adapted
not only semantically but also grammatically
into Turkish, indicating a sophisticated linguis-
tic integration process. Similarly, we show in
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Semantic Category Frequency Turkish Word Arabic Root
ปฃ݁أ ྾ངا (Meaning Noun) 1789 Abes, acayip ,؜ٴت ࿾ேص
ذات ྾ངا (Concrete Noun) 782 Şafak, acemi ,ނڰݑ ܾ࿾ே
ڣ؇༟ܭ ݬڰ۰ (Subjective Adjective) 460 Muavin, acil ,؜ިن ࿾ேܭ
݁ڰأިل ݬڰ۰ (Objective Adjective) 284 Muaf, ceriha ,؜ڰި රජح
૭૙ྟ٭۰ ݬڰ۰ (Comparable Adjective) 145 Zayıf, acuze ,ݪأژ ࿾ேݞ
ل۰ ݁ފٺި ݬڰ۰ (Attributive Adjective) 144 Acem, adedi ܾ࿾ே, ༟ڎد
݁ٴ؇ܳ؞۰ ݬڰ۰ (Exaggerated Form) 45 Abus, acul ,༟ྟݴ ࿾ேܭ
Ⴄၽ݁ن ྾ངا (Place Noun) 40 Mahal, mahalle ,༡ܭ ጵ጑༡
ਵਦة ྾ངا (Instance Noun) 20 Gamze, gazve ,ᆇᅡݞ ਲ਼ؗو
ڣأܭ (Verb) 17 Acaba, ahraz ,࿾ேص රඝس
ᄭᄟآ ྾ངا (Instrument Noun) 14 Makas, mastara ,ڢݧ ݿޚݠ
ܾዛ዇݁ ྾ངا (Ambiguous Noun) 12 Badehu, fevk ,ًأڎ ڣިق

Table 3: Most common semantic categories with example Turkish words.

Morphological Pattern (wazn) Frequency Turkish Word Arabic Root

ّڰَْأ٭ِܭ (Taf‘īl) 217 tabir ଫଊ༟
ڣأَܭْ (Fa‘l) 192 af ؜ڰި
ڣَ؇༟ܭِ (Fā‘il) 133 acil ࿾ேܭ
݁ڰَْأُިل (Maf‘ūl) 133 mağdur ༚ڎر
إ֣ڣأَْ؇ل (If‘āl) 124 ibraz ߓߵز
ܭ ّڰَأَّ֡ (Tafa‘ul) 115 taaffün ؜ڰ݆
ڣأَ٭ِܭ (Fa‘īl) 111 afif ؜ڰژ
اڣِٺْأَِ؇ل (Ift‘āl) 106 içtihat ۏ۳ڎ

Table 4: Most common morphological patterns with example Turkish words.

Table 4 the most common morphological pat-
terns with example Turkish words.

In summary, these tables demonstrate the
profound influence of Arabic on Turkish, show-
ing how many Turkish words have been de-
rived from Arabic roots and illustrating the
rich linguistic interchange between the two lan-
guages.

7 Discussion

The methodology developed in this study can
be adapted for languages like Urdu and Per-
sian, which share similar influences from Ara-
bic. For example, Urdu’s reliance on Arabic
morphological patterns could benefit from a
similar annotation process to enrich its mor-
pholexical resources. By demonstrating the

scalability of our approach, this study provides
a foundation for analyzing Arabic-origin words
across diverse linguistic contexts.

The integration of Arabic-origin words into
Turkish reflects a unique interplay between
two morphological systems. Words like
”adaletli” illustrate how Turkish suffixation
adapts Arabic roots while maintaining their
core semantic properties. This insight could
guide further research on the morphological in-
teractions between agglutinative and Semitic
languages.

Additionally, the findings contribute to un-
derstanding how Arabic-origin words are mor-
phologically integrated into Turkish grammar.
While Arabic employs a root-and-pattern sys-
tem, Turkish transforms these roots by apply-
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ing its suffixation processes, adapting them to
its agglutinative structure. This study also
demonstrates how Turkish retains Arabic mor-
phological patterns (e.g., Taf‘īl, Fa‘l) or mod-
ifies them to align with its linguistic frame-
work. Semantic adaptations reveal how bor-
rowed words are aligned with Turkish cultural
and linguistic contexts, sometimes resulting in
hybrid structures like şebabet, which have no
direct Arabic equivalent.

By documenting these processes, the study
highlights the role of Arabic-origin words in
enriching Turkish vocabulary across domains
like law, administration, and science. Fur-
thermore, the annotated dataset serves as a
valuable resource for enhancing computational
models of Turkish grammar, enabling more ac-
curate processing of loanwords in natural lan-
guage processing (NLP) applications. These
findings provide a broader understanding of
cross-linguistic borrowing and its impact on
language evolution.

8 Conclusion

In conclusion, this study highlights the crit-
ical role of Arabic-origin words in enriching
the Turkish language, addressing a significant
gap in the existing Turkish Morpholex. The
insights gained extend beyond Turkish, offer-
ing a methodology adaptable to languages like
Urdu and Persian. By enhancing our under-
standing of linguistic adaptation, this work
contributes to broader cross-linguistic studies
of loanword integration and provides a foun-
dation for further research into the histori-
cal and cultural interplay between languages.
By meticulously analyzing 4,687 Arabic loan-
words, we have identified 1,430 distinct Arabic
roots linked to 3,855 Turkish words, demon-
strating the deep historical and cultural inter-
connections between these two languages. Our
research not only annotates the roots and mor-
phological patterns of these Arabic words but
also categorizes them semantically, revealing
a complex landscape of linguistic integration.

By enhancing the Turkish Morpholex with
accurate analyses of Arabic-origin words, we
hope to facilitate a deeper understanding of
the intricate dynamics of language contact and
evolution. The implications of this research
extend beyond Turkish, as it provides insights

into the broader processes of language adapta-
tion and the significance of historical interac-
tions in shaping modern lexicons. Future stud-
ies could build upon these findings to enhance
language models for the Turkish language,
leveraging the enriched dataset for more accu-
rate morphological and semantic analysis. Ex-
panding the annotation process to other lan-
guages influenced by Arabic, such as Urdu
and Persian, will validate the scalability of
our methodology and contribute to compara-
tive linguistic studies. Furthermore, integrat-
ing this dataset into universal morpholexical
resources, such as multilingual WordNets, will
broaden its applicability and utility for NLP
tasks in multilingual and cross-linguistic con-
texts.
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Abstract

DadmaTools V2 is a comprehensive repository
designed to enhance NLP capabilities for the
Persian language, catering to industry practi-
tioners seeking practical and efficient solutions.
The toolkit provides extensive code examples
demonstrating the integration of its models with
popular NLP frameworks such as Trankit 1 and
Transformers, as well as deep learning frame-
works like PyTorch. Additionally, DadmaTools
supports widely used Persian embeddings and
datasets, ensuring robust language processing
capabilities. The latest version of DadmaTools
introduces an adapter-based technique, signifi-
cantly reducing memory usage by employing a
shared pre-trained model across various tasks,
supplemented with task-specific adapter layers.
This approach eliminates the need for main-
taining multiple pre-trained models, optimiz-
ing resource utilization. Enhancements in this
version include adding new modules such as a
sentiment detector, an informal-to-formal text
converter, and a spell checker, further expand-
ing the toolkit’s functionality. DadmaTools V2
thus represents a powerful, efficient, and versa-
tile resource for advancing Persian NLP appli-
cations.

1 Introduction

The availability of NLP tools for low-resource lan-
guages is crucial for the advancement of more
complex NLP applications within those languages.
These tools provide foundational capabilities that
facilitate the development of higher-level language
processing tasks. Despite the importance, exist-
ing NLP toolkits which are supporting Persian lan-
guage, such as Hazm 2, Stanza(Qi et al., 2020),
and Parsivar (Mohtaj et al., 2018) 3, offer only ba-
sic functionalities like tokenization, lemmatization,
stemming, POS tagging, and dependency parsing.

1https://github.com/nlp-uoregon/trankit
2https://github.com/roshan-research/hazm
3https://github.com/ICTRC/Parsivar

However, they lack advanced generative tools that
can further enhance language processing capabil-
ities. DadmaTools V2 aims to address these gaps
by introducing several rare and specialized mod-
ules for Persian NLP. Notably, it includes a Kasre-
ezafe detection module, an informal-to-formal text
converter, and a spell checker, and also includes
famous modules like NER, and sentiment detector,
features not present in other Persian NLP toolkits.
These additions make DadmaTools V2 a more com-
prehensive and versatile toolkit, catering to a wider
range of NLP applications.

Furthermore, one of the significant challenges in
developing countries like Iran is the limited access
to suitable hardware, such as GPUs. Running multi-
ple NLP tools, each requiring a separate pre-trained
model, can demand substantial GPU and RAM re-
sources. This issue is exacerbated when text em-
beddings are calculated multiple times within a
single processing pipeline, leading to inefficiencies
in both memory usage and processing speed. To
overcome these challenges, DadmaTools V2 em-
ploys an adapter-based approach. This technique
allows for the use of a shared pre-trained model
across various tasks, with task-specific adapter lay-
ers added as needed. This method significantly
reduces memory consumption and enhances the
speed of the processing pipeline, making it more
feasible to run advanced NLP tasks on limited hard-
ware resources.

In summary, DadmaTools V2 not only fills the
gaps left by existing Persian NLP toolkits by offer-
ing unique and advanced modules but also intro-
duces an efficient, memory-saving approach that
is particularly beneficial in resource-constrained
environments. This makes it a valuable resource
for both researchers and practitioners working with
the Persian language.
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2 System Usage

Explore the detailed user guide for DadmaTools at:
https://github.com/Dadmatech/DadmaTools.
Installation: This Python NLP toolkit can be

found on PyPI:
https://pypi.org/project/dadmatools/. it can be

installed via pip by using:
PIP install dadmatools

Initialize a Pipeline. DadmaTools is hardware-
agnostic, functioning efficiently on both GPUs and
CPUs (default: GPU). Users can leverage custom
processors by specifying their names as arguments
to the language.Pipeline function. This gener-
ates a Doc instance encapsulating all processed text
properties. The default pipeline includes a tok-
enizer, while dependency parser and POS tagger
are loaded together due to the underlying Trankit
toolkit (Van Nguyen et al., 2021) dependency.

Preferred pre-trained models are automatically
downloaded from the DadmaTech Hugging Face
Hub.

import dadmatools.pipeline.language as language

# here Dependency parser and pos tagger will be
loaded togetter

# as tokenizer is the default tool, it will be
loaded as well even without calling

pips = 'lem,pos,ner,dep,cons,spellchecker,
kasreh,sent,itf'

nlp = language.Pipeline(pips)

3 System Design

DadmaTools V2 is the next generation of the Dad-
maTools NLP pipeline, offering significant ad-
vancements in efficiency and functionality. Build-
ing upon the foundation of its predecessor, Dadma-
Tools V1 (Etezadi et al., 2022), it incorporates the
adapter technique to achieve substantial improve-
ments in processing speed and memory usage. This
technique modifies only two layers of a pre-trained
model, keeping the rest static, resulting in a faster
and more lightweight pipeline ideal for real-world
applications.

Based on Figure 1, while DadmaTools V2 lever-
ages the Trankit toolkit for its adapter implementa-
tion, it extends beyond Trankit’s capabilities. The
Trankit toolkit, a lightweight Transformer-based
toolkit supporting over 50 languages, enables fine-
tuning pre-trained models on specific datasets for
various basic NLP tasks. However, DadmaTools
V2 encompasses additional functionalities tailored

for specialized tasks that fall outside Trankit’s limi-
tations. These specialized tasks require tailored ap-
proaches within the DadmaTools framework, pro-
viding a more comprehensive solution for a wider
range of NLP needs.

3.1 Adapter Based Modules
In the adapter modules, we used the XLM-
RoBERTa-base (Conneau et al., 2019) as the pre-
trained model and trained different tasks as adapter
layers on top of the pre-trained model. Addition-
ally, in each epoch, we saved the best model and
ran the training process until overfitting occurred.

• Lemmatization. We use the Seraji dataset
(Seraji et al., 2016) to train lemmatization in
the Persian Trankit tools.

• Part of Speech Tagging. We use UPOS 4 to
evaluate our part-of-speech tagging module,
and we also train it using the Seraji dataset.

• Dependency Parsing. We used the Seraji
dataset to train dependency parsing and evalu-
ated it using the LAS 5 and UAS 6 metrics.

• Name Entity Recognition. The Named En-
tity Recognition (NER) task can be considered
a type of token classification task. The goal
is to assign a corresponding label to each to-
ken in a text. To address this challenge, we
employed the Trankit module, which consists
of a feedforward layer followed by a Con-
ditional Random Field (CRF). This model
assigns BIO (Beginning, Inside, Outside)
tags to each token. We trained an adapter
layer on the Arman(Poostchi et al., 2018) and
Peyma(Shahshahani et al., 2018) datasets for
6 epochs using Trankit.

• Kasreh-Ezafeh Detecting. kasreh-ezafe is a
specific task in the Persian language, in Per-
sian language it connects two words, Ezafe is
one of the salient factors in Persian phonol-
ogy and morphology to understand the mean-
ing of a sentence completely and truly, and
on the other hand, detecting kasreh-ezafe is
a crucial roll in text to speech task(Ansari
et al., 2023). This task like the NER task
is a kind of token classification task, so sim-
ply we used the the base that the Trankit tool

4Universal part of speech
5Labeled attachment score
6Unlabeled attachment score
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Figure 1: Overall architecture of the Dadmatools toolkit. White components are unchanged from the previous
version, blue components are new, and green components have been modified.

provided for the NER task. To address this
issue, we train the Trankit model for the token
classification task for 8 epochs on the Bijan
Khan dataset(Bijankhan et al., 2011). If some-
one wants to know more about Kasreh-ezafe,
please refer to this website 7.

• Sentiment Analysis The sentiment analyzer
module is responsible for detecting sentiments
in text, particularly for social media analy-
sis purposes. To implement this module, we
edited the Trankit codes and added a docu-
ment classifier that uses the CLS token as a
feature for the sentiment task. The output of
this task is either "Sad" or "Happy." This task
was trained using the Snappfood sentiment
dataset 8 for 80 epochs.

3.2 Additional Modules

Some of our modules are not in the adapter pipeline,
and we plan to add them in future work. These
modules require something like an n-gram model
and some rule-based algorithms. We will try to
replace them with transformer-based modules.

7https://learnpersian.us/en/Ezafe-in-Persian
8https://hooshvare.github.io/docs/datasets/sa#snappfood

• Informal To Formal. Informal2Formal tech-
nology leverages NLP techniques to convert
text from an informal tone to a formal one,
making it particularly useful in professional
or academic settings. This technology trans-
forms colloquialisms, contractions, and first-
person pronouns into more formal language.
The algorithm of the Informal2Formal module
is shown in Algorithm 1. It comprises several
key classes and functions:

– FormalityTransformer. The primary
class converts informal Persian text to
formal text using a language model, verb
handling, and tokenization. It is based
on the KenLM toolkit 9 for building and
querying n-gram language models.

– Kelm_Wrapper. A wrapper around
the KenLM language model(Heafield,
2011) that provides methods to obtain the
best candidate words and n-gram phrases
based on the model’s scores.

– InformalTokenizer. Responsible for to-
kenizing the informal text.

9https://github.com/kpu/kenlm
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– VerbHandler. Manages verb transfor-
mations within the text.

– OneShotTransformer. Applies a set
of predefined prefix and postfix rules to
transform the text from informal to for-
mal. The rules are defined in the Prefix
and Postfix classes, specifying the word
to be transformed, the level of transfor-
mation, and other properties such as con-
necting characters and ignored parts of
speech.

Algorithm 1 Informal To Formal
Require: model, sentence
Ensure: best_sequence

1: out_dict← ∅
2: txt← Clean the input sentence
3: is_valid← Define validation function for tokens
4: cnd_tokens← Tokenize the cleaned text
5: for tokens∈ cnd_tokens do
6: tokens← Remove empty tokens
7: new_tokens← Split tokens into sub-tokens
8: txt← Join sub-tokens into a single string
9: tokens← Split the string into individual tokens

10: candidates← []
11: for index ∈ range(len(tokens)) do
12: tok← tokens[index]
13: cnd← ∅
14: pos← Determine if the token is a verb
15: f_words_lemma← Transform the token based on POS
16: f_words_lemma← Apply filtering rules to transformed words
17: for index, (word, lemma) ∈ enumerate(f_words_lemma) do
18: should_filter← original_word∈ model.vocab and (len(word.split()) >

1 or ’’ ∈ word)
19: if pos ̸= ’VERB’ and tok /∈ model.mapper and should_filter then
20: f_words_lemma[index]← (tok, tok)
21: else
22: word_repr← Format the word representation
23: word_repr←Modify the word representation using GPT-2 specific

rules
24: f_words_lemma[index]← (word, word_repr)
25: end if
26: end for
27: if f_words_lemma then
28: cnd.update(f_words_lemma)
29: else
30: cnd← {(tok, tok)}
31: end if
32: candidates.append(cnd)
33: end for
34: all_combinations← Generate all combinations of candidate tokens
35: all_combinations_list← Convert combinations to a list
36: for id, cnd∈ enumerate(all_combinations_list) do
37: normal_seq← Join tokens in the combination to form a sequence
38: lemma_seq← Join lemmas in the combination to form a sequence
39: lemma_seq← Clean the sequence for the language model
40: out_dict[id]← (normal_seq, lemma_seq)
41: end for
42: candidates← Extract candidate sequences for language model scoring
43: best_sequence← Select the best sequence using the language model
44: return best_sequence
45: end for

• Spell Checker. Spell checking typically in-
volves two stages. First, the model iden-
tifies errors within the text, such as typos,
misspellings, and merged words. Second,
it corrects these identified mistakes. Recent
models address both stages jointly. Our pro-
posed spell checker module, a key compo-
nent of our NLP toolkit, addresses this issue.
Inspired by recent research(Jayanthi et al.,

2020), the spell-checking problem was mod-
eled as a token classification task, leveraging
powerful transformer-based models such as
BERT and RoBERTa.In our approach, the fi-
nal dense layer of each token has a dimension
of d× (n+ 1) instead of d× n. Here, d rep-
resents the vector dimension of the final layer
of the transformer-based model, and n is the
number of words in the dictionary. The n+ 1
term accounts for the possibility that a word
might not need to be changed. If a word is
incorrect, it is assigned to one of the n valid
tokens in the dictionary.

4 Evaluation

We have evaluated 9 components. Since the tasks
are naturally different from each other, we catego-
rized them into three subcategories:

1. Basic NLP tasks using the Adapter architec-
ture (7 modules),

2. Spell-checker,

3. Informal to formal.

However, we could not evaluate the normalizer
and chunker modules because no specific Persian
datasets are available for these tasks.

4.1 NLP basic tasks
This section compares our basic and common tasks,
such as lemmatization, POS tagging, NER, Kasreh-
ezafeh, dependency parsing (UAS and LAS met-
rics), and sentiment analysis, with those found in
other well-known Persian toolkits. The results are
shown in Table 1.

One of the key advantages of Dadmatools V2
over V1 is its compact size, made possible by the
adapter technique, which reduces the model size by
three times. While Dadmatools V2 excels in some
tasks and V1 in others, the significantly smaller size
of V2 is an important consideration. We compared
the toolkits based on their performance and the
number of parameters to provide a comprehensive
evaluation.

4.2 Spell checker
We evaluated our spellchecker modules against
other spell-checking models because there is cur-
rently no comprehensive toolkit available in Persian
capable of spell-checking. Table 2 shows the re-
sults of the spellchecker evaluation that tests using
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Dadmatools V2 1.24 97.95 97.35 95.3 97.29 91.38 88.68 87.12 82.88
Dadmatools V1 3.92 97.86 97.83 - - 92.5 89.23 - -

Stanza - 91.35 97.69 - - 90.98 87.96 - 80.28
Hazm - 89.9 - - - - - - -

Table 1: Performance Evaluation of NLP Tools: NER (Arman, Peyma), Kasreh-ezafeh Detection (Bijan Khan),
Sentiment Analysis (Snappfood), Lemmatization/POS Tagging/Dependency Parsing (Seraji), and Constituency
Parsing.

Model WDR WCR CWR Precision
Dadmatools V2 0.7647 0.6824 0.0019 0.9774

Paknevis 0.7843 0.6706 0.228 0.7921
Google 0.7392 0.702 0.0045 0.0449

Virastman(Oji et al.) 0.6 0.5 0.0032 0.9533

Table 2: Performance of Spell Checking Models on the Nevise Dataset.

Nevise dataset 10. The models are assessed using
four key metrics: Wrong Detection Rate (WDR),
Wrong Correction Rate (WCR), Correct to Wrong
Rate (CWR), and Precision, which are explained
below:

• Wrong Detection Rate(WDR). Measures the
model’s tendency to flag correctly spelled
words as errors. A lower WDR indicates fewer
false positives.

• Wrong Correction Rate(WCR). Measures
the model’s accuracy in suggesting correc-
tions. A lower WCR indicates the model pro-
poses fewer incorrect suggestions.

• Correct to Wrong Rate(CWR). Measures
the model’s tendency to incorrectly change
correct words. Ideally, CWR should be mini-
mal, reflecting the ability to avoid unnecessary
modifications.

• Precision. Measures the proportion of true
errors the model correctly identifies. A higher
precision indicates the model is more accurate
in pinpointing actual spelling mistakes.

Model TeleCrowd
Corpus

Tajalli et al.
(2023)

Corpus
Dadmatools

V2
0.711 0.664

Adibian and
Momtazi

(2022) model
0.707 -

TeleCrowd 0.54 -

Table 3: Comparison of BLEU-1 scores for Informal-to-
Formal translation across different models and corpora.
The table displays BLEU-1 scores obtained using the
TeleCrowd corpus and the corpus from Tajalli et al.
(2023), highlighting the performance of different mod-
els in each dataset.

4.3 Informal to formal

The informal-to-formal task is challenging in Per-
sian, and few models and datasets are available
for it. In this section, we compare our method,
particularly with the TeleCrowd (Masoumi et al.,
2020) paper, which provides both a dataset and a
model. We have the best model for this dataset. Ad-
ditionally, we ran our code on the newest dataset
published in Persian, developed by (Tajalli et al.,

10https://github.com/Dadmatech/Nevise-Dataset
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2023).

5 Conclusion and Future Work

DadmaTools V2 builds upon the foundation of V1,
leveraging adapter modules to achieve significant
efficiency and processing speed improvements. Ad-
ditionally, it introduces new advanced tasks. Dad-
maTools V2 uses XLM-RoBERTa as its pre-trained
model, enabling support for multiple languages.
Furthermore, our base model is built on Trankit’s
structure, which supports 56 languages. This ro-
bust foundation enhances the toolkit’s multilingual
capabilities and adaptability.

The adapter-based approach in DadmaTools V2
can indeed be adapted to other languages written
in the Perso-Arabic script, such as Urdu or Sindhi.
To achieve this, modifications would involve fine-
tuning the adapter modules on datasets specific to
the target language, ensuring alignment with its
unique linguistic and scriptural nuances. Addi-
tional efforts would be required to incorporate the
linguistic rules and orthographic variations of these
languages, as well as expanding the lexicon and
pre-training models to support these adaptations
effectively. This cross-lingual expansion would
not only enhance the toolkit’s versatility but also
contribute to broader accessibility and research col-
laboration across languages using the Perso-Arabic
script.

Our future work focuses on expanding the
toolkit’s NLP capabilities with tasks like text sum-
marization, emotion detection, and semantic simi-
larity analysis. This empowers users with deeper
text understanding and exploration. Computer vi-
sion functionalities like image captioning and OCR,
along with Text-to-Speech (TTS) and Automatic
Speech Recognition (ASR), are planned. More-
over, user empowerment remains central: allowing
custom models trained on user-provided data will
foster collaborative research in Persian language
processing.
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Developing an Informal-Formal Persian Corpus: 

Highlighting the Differences between Two Writing Styles 

Vahide Tajalli1, Mehrnoush Shamsfard, Fateme Kalantari 

NLP lab, Shahid Beheshti University, Tehran, Iran 

Abstract 

Informal language is a style of spoken or written 
language frequently used in casual conversations, 
social media, weblogs, emails and text messages. In 
informal writing, the language undergoes some 
lexical and/or syntactic changes varying among 
different languages. Persian is one of the languages 
with many differences between its formal and 
informal styles of writing, thus developing informal 
language processing tools for this language seems 
necessary. In the present paper, the methodology in 
building ParsMap, a parallel corpus of 50,000 
sentence pairs with alignments in the word/phrase 
level is described. The resulting corpus has about 
530,000 alignments and a dictionary containing 
49,397 word and phrase pairs. The observed 
differences between formal and informal writing are 
explained in detail.  

Keywords: Colloquial Language, Corpus, 
Informal Writing, Persian. 

1. Introduction 

Informal language is more common when we 
speak. However, there are times when writing 
can be very informal, for instance, in weblog 
posts, social media comments, and text 
messages. Informal writing is in fact a 
reflection of linguistic features of colloquial 
speech in our written materials. 

Informal Persian is different from its formal 
form both lexically and syntactically. It is not a 
sociolect, i.e. everybody from every social level 
uses it in the casual situations. A large amount 
of colloquial Persian data is created every day 
in the cyberspace and the media, thus 
developing informal language processing tools 
for this language seems necessary. Forming a 
Persian informal-formal parallel corpus will 
enable computer engineers and computational 
linguists to develop tools for converting these 
two styles automatically or process texts in both 
styles with a strong performance.  

 
1 - vtajalli@ut.ac.ir 

2. Related Work 
There are several studies on Persian informal 
language. Most of them have tried to suggest a 
uniform orthography for informal language. 
Tabibzadeh (2020), among all, reviews 112 
Persian novels and dramas written over 100 
years. He chooses 1697 informal words 
randomly out of these works and based on 
them, he categorizes and explains the features 
of informal Persian. Since all his data comes 
from the books, they have partly approved 
forms by the authors and editors. However, the 
situation is different in the virtual space where 
the people break the linguistic norms and try to 
show their feelings through the words by 
creating new forms.   

Moreover, there are some researches on 
converting Persian colloquial texts into formal 
ones. Armin and Shamsfard (2011) and Naemi 
et al. (2021) propose rule-based systems which 
only cover a small part of the data. In addition, 
they just handle the lexical changes and 
syntactic ones are left. 

Rasooli et al. (2020) suggest an automatic 
method for standardizing colloquial Persian 
text. Their core idea is training a sequence-to-
sequence translation model translating 
colloquial Persian to standard Persian. They 
have annotated a publicly available evaluation 
data consisting of 1912 sentences.  

Abdi Khojasteh et al. (2020) propose a 
dataset  for Large-Scale Colloquial Persian 
(LSCP) containing about 120M sentences from 
twitter for machine translation with universal 
and treebank-specific POS tags with 
dependency relations and translations in five 
languages. In order to annotate the datasets, 
they adopt a semiautomatic crowd-sourcing 
method.  

Kabiri et al. (2022) develop an Informal 
Persian Universal Dependency Treebank 
(iPerUDT) with a total of 3000 sentences from 
Persian blogs and mention a few differences 
between formal and informal Persian. 
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Although LSCP and iPerUDT can be used 
to study the colloquial Persian in lexical and 
syntax levels, they are not parallel corpora and 
have no formal counterparts for informal data, 
therefore they cannot be directly used for inter-
style conversions.  
As is noticeable, the available resources and 
tools are insufficient for covering all aspects of 
this issue either due to applying rule-based 
methods and having limited rules or due to 
using data-driven methods with limited or 
incomplete data. Therefore, a converter with a 
big dataset which can transform informal into 
formal language in both lexical and syntactic 
levels is needed to fill this gap. This article is a 
report of an attempt to build this dataset. 
Moreover, the differences between formal and 
informal Persian writing styles will be reported 
in details. We are not going to propose a 
standard orthography for informal Persian, 
however, studying these differences and 
making parallel corpus of these two language 
styles help linguists with developing uniform 
and regulated grammar and orthography for 
informal Persian.   

The article is organized as follows: the next 
section briefly introduces Persian language and 
its informal style. Section 3 explains the 
procedure of building this informal dataset. 
Section 4 explains the differences between 
formal and informal Persian. Section 5 
represents the results and in the end, section 6 
concludes the paper with pointing out the 
conclusions and further works. 

3. Informal vs. Formal Persian 

Persian is a pro-drop language with canonical 
SOV word order which is written in Arabic 
script with some small adjustments. In this 
script some letters are written connected to their 
adjacent ones and short vowels do not normally 
appear in writing. Persian informal language is 
different from formal in many ways. In order to 
build a comprehensive corpus covering 
syntactic and lexical dimensions, we need to 
know the characteristics of Persian informal 
language and its writing style. 

 Informal writing style has some general 
characteristics including making use of 
interjections, more idiomatic and 
conversational expressions, contractions, and 

imprecise words. Moreover, sentences are 
shorter since appositive phrases and 
complicated structures are not normally used in 
the informal language, whereas both fragments 
and run-on sentences are acceptable. People 
break some rules of standard writing style and 
devise different writing methods to be able to 
convey the tone along with the meaning as far 
as possible. 

Apart from the fact that informal Persian is 
associated with particular choices of grammar 
and vocabulary, there are many formal words 
and expressions changing in informal language. 
Persian informal writing style is often called 
shekæste-nevisi literally translated as “broken-
writing”, indicating that some formal words are 
cut down in informal Persian. In some others 
the pronunciation of a letter changes. In the 
present study, typical informal language used 
by Iranians has been considered and its 
informal writing style has been investigated in 
detail to develop the dataset. 

4. Developing the Dataset 

In this section we discuss our methodology in 
extracting candidate sentences, choosing 
appropriate ones, transforming them into 
formal sentences and making the alignments.  

4.1 Extracting Informal Sentences 
from Available Resources 

Sentences could be either selected from 
external sources or generated by the data 
linguists. In order for the linguistics teams to 
have access to a great variety of sources, they 
were provided with texts derived from online 
crawling of social networks, websites and blogs 
as well as some scripts of books, screenplays 
and movie subtitles. Before distributing the 
sources among team members, fonts were 
standardized and texts were normalized as far 
as possible. 

There were other sources including different 
messengers and everyday conversations that 
could be considered by the linguistics teams. 
Since the study aimed to cover all styles of 
writing, we attempted to use every sources 
reasonably, depending on the level of usage. 
Table 1 shows the distribution of external 
sources and the number of informal sentences 
extracted from each one.  
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source of data # of extracted 
sentences 

instagram 9,625 
twitter 7,000 

web pages 293,426 
weblogs 26,146 
books 124,130 
movies 179,290 

total 639,617 
Table 1. Sources of informal sentences and their 

distributions 

In order to extract data, pages were crawled and 
sentences with the length of 26-40 tokens 
(space separated) including at least 4 informal 
words were selected. As a result, about 640,000 
informal sentences were provided to the 
linguistics teams for searching the proper data. 
Finally, 50,000 sentences were selected or 
generated and entered into the dataset. More 
than 50% of them were reviewed and corrected 
or confirmed by two linguist leaders. 

4.2 Software Tool for Data Gathering 
and Preparation 

Aiming to create the dataset, a software tool 
was developed letting the users enter data 
records. Each record included an informal 
sentence, its formal equivalent and their 
alignments in word and phrase levels. For each 
record, time and date of data entry, the data 
provider and the source of the informal 
sentence were saved and were searchable.  

In order to speed up the development 
process, the system employed some automatic 
methods for suggesting the alignments using 
the previous found alignments, according to 
their frequency of occurrence and the context of 
the aligned word. The annotators checked the 
system’s alignment suggestion to accept or 
correct it. 

The tool managed data entry, data revision 
and confirmation, report generation, 
accounting, upload and download of raw and 
annotated corpus and some automatic data 
processing tasks for data verification and 
generation. For example, normalizing input 
sentences, checking for missing or inconsistent 
alignments and suggesting alignments were 
among automatic data processing tasks of the 
developed software. Fig. 1 shows a screenshot 
of data entry in this tool. 

 
Figure 1. An entry of dataset in the data 

gathering software 

The data is available at: 

https://drive.google.com/drive/folders/1dgcDO1y0
VUSemq1jJbcxTu72D2KNckEy?usp=sharing 

4.3 Data Entry 

Exploring the resources and spotting the 
linguistic points, we began to highlight the 
features of Persian informal language. 50,000 
pairs of formal-informal sentences with 
specified alignments were supposed to be 
entered into the dataset. In order to decide the 
formal alignment, minimum changes were 
made and paraphrasing was not applied. Slang 
words and phrases were not replaced. There 
were a few expressions and utterances with no 
near formal equivalents; for these cases a 
negotiated equivalent was chosen. Formal 
sentences were entered with correct 
punctuations. 

The style of writings seemed mostly to be 
affected by age, education level, and social 
group membership of language users. We 
attempted to cover all the levels as far as 
possible. As previously mentioned, many 
Persian words including the largest number of 
verbs have an abridged informal form. They 
were all replaced by formal word forms.  

Rare mistakes like uncommon spelling 
mistakes in informal sentences were edited 
before entering but common mistakes were 
kept and edited in the formal equivalents. Some 
common spelling mistakes are the result of 
having more than one character for a sound in 
the Persian alphabet. The frequent ones were 
included. In addition, some characteristics of 
informal language including vowel lengthening 
which is converted to vowel repetition in 
writing for showing emphasis, surprise and 
other feelings were kept in informal sentences 
and edited in formal ones. As a matter of fact, it 
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can be a shortcoming since we did not convey 
the feelings to the formal equivalents. 

The last point is that Persian has two 
personal pronouns for singular address. It 
employs the second-person plural shoma 
instead of the singular to as a sign of respect. A 
significant feature of colloquial Persian is a 
hybrid usage of the overt deferential second 
person pronoun and informal agreement 
forming a mismatch construction. It shows 
actually a different level of politeness 
(Nanbakhsh, 2011:1). In other words, plural 
pronoun with singular verb is used when the 
person being addressed is neither very intimate 
nor totally distant. A version of third person 
plural (ishun) can be used in the same way.  We 
kept this feature and did not change it in formal 
equivalents. 

  In the next section we are going to 
review the features of informal Persian and find 
out how users change the formal Persian in the 
informal writing. We are describing what we 
have seen in the data and explaining how we 
found the similar cases to develop a 
comprehensive corpus as far as possible.  

5. Differences between Formal and 
Informal Persian Writing 

The level of informality varied among selected 
sentences. Some sentences only showed lexical 
changes. In example 1 every word of the 
sentence has different form in the formal 
equivalent. 

(1) Informal:  ye      hendune       værdar! 
                    a        watermelon     take 

        Formal:  yek     hendævane     bærdar! 
                          a          watermelon     take 
                           (Take a watermelon!) 

Some others underwent syntactic changes. 
Sentence 2 shows an example of word order 
change and preposition omission.  

(2) Inf:  diruz        bærgæsht- Ø          inja.  
      yesterday   came back-3rd sg    here 

        F:  diruz    be    inja    bærgæsht- Ø. 
           yesterday  to    here  came back-3rd sg 
          (S/He came back here yesterday.) 

Several other sentences had both kinds of 
changes. Many random differences including 

different kinds of abbreviations were only 
possible to be found by reading texts and other 
sources. On the other hand, there were changes 
that followed some morphological or 
phonological rules not necessarily regular led 
us to similar cases of the change. In order to 
examine each pattern, we searched it in general 
corpora including FarsNet (Persian wordnet) 
(Shamsfard, et al, 2010) and other online 
sources to find similar cases. Provided that the 
change had a reasonable frequency of 
occurrence, a few sentences from the sources 
were selected and recorded and in this way, tens 
or hundreds of instances of a change pattern 
were entered into the corpus. However, for the 
sake of space limits, only one example of each 
pattern is provided here. Next section will 
review the differences between formal and 
informal texts in four parts of phonological 
differences, morphological differences, 
syntactic differences and common mistakes. 

5.1  Phonological Differences 

There are many pronunciation distinctions 
between formal and informal Persian which 
have found their ways into written texts. Some 
are partly rule-based and follow the general 
rules of phonology and some others are users’ 
creations. As mentioned earlier, language users 
sometimes break the rules of formal writing and 
devise different writing methods to be able to 
convey the tones and feelings. Some 
differences are as follows: 

a. Many patterns of phonological reduction 
(mostly consonants) are observed in the 
informal Persian: 

(3) Inf: chan 
    F: chand 
  (how many) 
 

b. Sometimes speakers add a specified part 
to a formal word without adding any 
special meaning and make a slang-like 
version of the word. These phonological 
additions, too, had some patterns to 
follow:  

(4) Inf: kharej-æk-i 
            F: kharej-i 
               (foreign) 
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c. Phonological alternation, being often 
rule-based, happen frequently in 
switching from formal to informal 
Persian: 

(5) Inf: asun 
    F: asan 
       (easy) 

 
d. Transposition of two adjoining sounds, 

known as adjacent metathesis, occurs in 
the informal Persian, mostly among 
poorly educated people: 

(6) Inf: qolf 
    F: qofl 
     (lock) 

e. There are some silent letters which do 
not correspond to any sound in the 
word’s pronunciation. On the other hand, 
there are some sounds with no 
corresponding character in the word 
form. Since in some cases, the word 
forms follow the pronunciations in 
informal writing, people omit the silent 
letter or add the absent one: 

(7) Inf: xahær  
    F: xwahær  
        (sister)   

“w” is silent in the formal word form. 
This change looks like writing the 
English word “enough” as “enaf”.  

f. There are some Arabic phrases imported 
to Persian with their Arabic writing style 
(along with their articles and 
prepositions). Persian speaker usually 
changes their pronunciations and 
subsequently their word forms in the 
informal usage. 
 

(8) Inf: ishalla 
                    F: en-sha-ællah 
                       (God willing) 

g. In order to break vowel sequences, the 
speakers use different 
epenthetic consonants in informal 
speaking and subsequently in informal 

 
2 - Ezafe marker is placed into noun phrases, adjective 
phrases and some prepositional phrases linking the head 
and modifiers. 

writing which may not match the usual 
epenthetic consonants (EPE): 

(9) Inf: nobæt-e       shoma-ʔ-e 
        turn-EZ2        you-EPE-is 
    F: nobæt-e   shoma    æst. 
          turn-EZ     you          is 
            (It is your turn.) 

h. When words ending in /e/ are connected 
to words or clitics beginning with a 
vowel, both /e/ and the vowel are usually 
omitted in writing: 

(10) Inf: ændaz-m3 
                size   my 

         F: ændaze-æm 
                size       my 
               (my size) 

Sometimes people omit only the second 
vowel (andaze-m). 
 

i. Some users, especially in social 
networks, deliberately change the 
letters of a word to emphasize 
something or ridicule or insult 
somebody: 
(11) Inf: selebridi4 

         F: selebriti 
            (celebrity) 

5.2 Morphological Differences 

A great deal of distinctions between formal and 
informal word forms can be studied in the field 
of language morphology. The morphological 
changes observed in this work are as follows: 

a. The language users from younger 
generations are frequently observed to 
make up new infinitives from nouns: 
(12) Inf: zæng-idæn  

             call – infinitive suffix 
          F: zæng   zædæn 
               call       hit 
            (to telephone) 

 
b. Some adverbs, conjunctions and 

question words can be used in plural 
forms in the informal language: 

(13) Inf: chetori- y -  a - st? 
              how- EPE-pl-is 

3 - Since short vowels do not appear in Persian writing, 
they are omitted in this example to show the change more 
clearly. 
4- offensive word 
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          F: chetor   æst? 
                how      is 
             (How is it?) 

c. In Persian, there is no number 
agreement between adjective and its 
modified noun. In standard language, 
the plural suffix attaches to the noun 
while in informal Persian the plural 
suffix may be added to the adjective in 
a noun phrase: 
(14) Inf: sib     qermez-a 

                apple      red-pl 
          F: sib  -  ha  - y  - e      qermez 
                apple-pl-EPE-EZ         red 
                     (red apples)  

d. In Persian script, some letters are written 
connected to their adjacent letter. When 
word forms are shortened in informal 
usage, they are sometimes written 
connected to each other and create new 
forms to process. For example, object 
marker (OBJ) ra changes into ro and o 
depending on the previous letter being a 
vowel or a consonant. Both ro and o may 
be written connected or unconnected: 

(15)   Inf: mæn-o        næ-did- Ø 
              me-OBJ     not-saw-3rd sg     
          F:  mæn    ra       næ-did- Ø 
                  me   OBJ   not-saw-3rd sg   
              (S/He did not see me.)  

e. The shortened forms of some words have 
exactly the same forms; thus the 
ambiguity of informal writing is much 
more than formal writing. The data 
included the following examples: 
 hæm (also/too), hæstæm (am), and 

the first-person possessive pronoun 
are all shortened to “m”: 

(16) Inf: maman-m 
                 mom-m 

                  (mom too/ I am a mom/ my mom) 

 “i” can be a noun suffix, an 
indefinite article or second-person 
singular “to be” verb: 

(17) Inf: shad-i 
          happy-i 

     (happiness/a happy [person]/ you are happy) 

 The informal form of æst (is) and 
the definite article have the same 
appearance (e): 

(18) Inf: ketab-e 
               book-e 
(it is a book/ the book) 

 
 Informal object marker and the 

coordinating conjunction have a 
same form (o): 

(19)         Inf: ketab-o  bede  mæn. 
              book-OBJ     give    me 

 (give me the book) 
(20)        Inf: ketab-o    medad 

               book-and    pencil 
  (book and pencil) 

 Nunation or tænvin is an Arabic 
character appearing at the end of 
some Arabic loan words. It is 
written on “a” character, however, 
similar to short vowels, tænvin is 
usually omitted in writing. “a” is 
the shortened form of the plural 
suffix, as well. 

(21) mæsæla =for  example 
       mæsæla = proverbs 

A bigger number of examples were entered 
for ambiguous words in order for the 
machine to learn each meaning in different 
contexts.  

f. Persian has two indefinite articles: yek 
and i. In informal Persian people 
normally use both together: 
(22) Inf: ye      doxtær-i 

             One      girl-indef 
         F: doxtær-i 
              girl-indef 
                (a girl) 

 
g. Contrary to formal Persian, informal 

Persian has a definite article. 
Demonstratives were sometimes used 
in formal equivalents: 
(23) Inf: mærd-e 

                man-def 
              (the man) 
          F: an    mærd 
                that    man 
              (that man) 
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This article may also be used with 
adjectives. According to the context, 
the modified word was added in the 
formal equivalent: 
(24) Inf: qermez-e 

                 red-def 
           (the red one) 
         F: an    [chiz]-e   qermez 
               that     [sth]-EZ    red 
                (that red [sth]) 

h. Clitics are vastly used in informal 
Persian. To come up with the formal 
equivalents, informal clitics were 
replaced by independent syntactic 
elements, as far as possible, in this 
study. However, there were informal 
clitics with no formal equivalents 
which needed to be omitted. The 
following examples show the cases of 
this change: 

 Subject clitics on some third 
person intransitive verbs with no 
impact on meaning (25) and object 
clitics in clitic doubling structures 
(26): 

(25) Inf: sara     ræft-esh. 
  Sarah   went-sub cli  

                                      
                                        F: sara           ræft-Ø. 

Sarah          went-3rd sg 
       (Sarah left.) 

(26) Inf: sara  ro    did-æm-esh. 
          sarah OBJ  saw-1 sg-obj cli 
           F: sara    ra      did-æm. 
              sarah   OBJ    saw-1 sg 
                   (I saw Sarah.)  

 Emphatic clitics : 
 

(27)   Inf: lebas-a-t-o           beshur-i-y-a 
             clothes-pl-your-OBJ     wash-2sg-EPE-cli 
              F: lebas – ha – y -æt     ra       beshuy. 
                clothes-pl-EPE-your     OBJ       wash 
             (Don’t forget to wash your clothes.) 

 In informal Persian some elements 
can be left-dislocated and left a 
clitic trace:  

(28)    Inf: sara  baba-sh  pir-e. 
                                              Sarah  dad-poss  old-is 
                                     F: baba-ye sara pir  æst. 
                                            dad-EZ   Sarah  old    is 
                                        (Sarah’s dad is old.) 

5.3 Syntactic Differences 

These kinds of changes were possible to be 
found only by searching in the sources. In other 
words, there was no specified pattern to follow. 
Syntactic changes are more limited comparing 
to the lexical ones, but they can almost be seen 
in everybody’s informal language. The changes 
observed in this study are listed below:  

a. In general, Persian has a relatively free 
word order, but there is a standard 
SOV order followed in formal 
language, while the informal sentences 
do not often follow it and the syntactic 
constituents can move more freely. In 
this project, word order was 
standardized in the formal part of each 
sentence pair (29), except for when an 
idiomatic meaning was intended (30): 
(29) Inf: ræft-æm   mædrese    mæn. 

              went-1st sg    school        I 
         F: mæn be mædrese ræft-æm. 
               I      to    school     went-1st sg 
                     (I went to school.) 

(30) Inf: boro  baba! (idiom) 
                 go     dad 
         F: boro  baba! 
             (Go away!) 

b. Omissions occur commonly in the 
informal language:  

 The auxiliary in 3th person singular 
present perfect verbs is omitted in 
informal Persian: 

(31)             Inf: bæche qæza  ro  xorde. 
       child  food  OBJ  eaten 

                         F: bache  qæza  ra   xorde æst. 
                              child    food   OBJ   has  eaten     

(The child has eaten the food.) 
 

 Omission of conjunctions, 
conditional elements and markers 
including ægær (if), væqti (when), 
ta (so that), and ke (clause marker) 
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is also common, as can be seen in 
example 29. 

 Preposition stranding is disallowed 
in informal Persian, while a lot of 
preposition omission can be 
observed: 

(32)           Inf: ræft-æm mædrese. 
         went-1stsg    school 
F: be mædrese ræft-æm. 
        to   school    went-1stsg 
          (I went to school.) 

 The coordinating conjunction væ 
(and) is sometimes omitted:  

(33)   Inf: qælæm   kaqæz    biyar. 
                 pen        paper    bring 
  F: qælæm væ kaqæz biyavær. 
           pen     and    paper   bring 
            (Bring pen and paper.) 

Simple past and present perfect have the 
same word form in informal written 
Persian (except for the 3th person 
singular). 
        (34) Inf: xord-i 
                         ate-2ndsg 

               F: xord-i / xorde-ʔi 
                  ate-2ndsg/ eaten-2ndsg 
                   (ate/ have eaten) 

5.4 Common Mistakes 

Common linguistic mistakes of the users can 
again be syntactic, phonological or 
morphological. Mistakes were more observed 
in online comments and short messages. 
Similar to the two other changes, common 
mistakes could be traced by searching or 
following the patterns. Some of them are as 
follows: 

a. Incorrect use of informal written form 
of copula æst, Ezafe marker and 
informal definite article, all sounds 
like /e/, known as Hekæsre error. 
 

(35)          Inf: maman-h   mæn  
                    mom-def       my 
[using article instead of Ezafe marker] 

     F: maman-e   mæn 
           mom-Ez       my 
            (my mom) 

  
b. Making plurals out of plural nouns 

(36) Inf: aqa – y – un -a 
                 gentleman-EPE-pl-pl 

          F: aqa  -  y  -  an 
            gentleman-EPE-pl 
               (gentlemen) 

 
c. Adding Arabic tænvin (nunation) to 

Persian words: 
(37) Inf: telefon-an 

                  phone-tanvin 
          F: telefon-i 
               phone-noun suffix 
                (by phone) 

d. Using a word mistakenly instead of 
another word with a similar 
pronunciation: 

(38) Inf: tæsfiyehesab 
          F: tæsviyehesab 
               (settlement) 

These kinds of mistakes which are much more 
common in informal writings, were tried to be 
covered in the database. 

6. Results and Evaluation 

The result of this research is available as a 
corpus of more than 50,000 pairs of formal-
informal sentences along with a dictionary 
consisting formal-informal pairs of words and 
phrases. About half (49.77%) of the informal 
sentences needed syntactic changes besides 
lexical changes to be converted to formal ones, 
while the other half, could be converted just by 
changing the informal words. A detailed 
statistic is presented in table 2.         
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50,014 the number of input sentences 
12.32 the average length of formal 

sentences 
11.36 the average length of informal 

sentences 
529,286 the number of word/phrase 

alignments 
71,842 the number of unique word pairs 

(alignments) 
49.77% the percentage of data with 

syntactic change 
49,397 the dictionary size 

            Table 2. Statistics of the developed corpus 

Raw data (informal sentences) is gathered from 
various sources. Table 3 shows the distribution 
of sentence sources in the final corpus. The row 
‘myself” means that the sentence is not 
extracted from a source and is rather generated 
by the linguists. 

source # of sentences 
web 26,014 

Twitter 5,308 
Instagram 4,747 

myself 3,528 
movie (including 

movies, dramas and 
movie subtitles) 

3,282 

messenger 2,751 
weblog 2,400 
book 1,984 
total 50,014 

Table 3. Distribution of different sources in the 
final data 

For extrinsic evaluation of the corpus, we used 
it in a deep model of an informal to formal 
converter and compared the results with a rule-
based method. Experiments show that using a 
deep Bert2Bert architecture trained on our 
corpus (named Fa-BERT2BERT (Falakaflaki 
and Shamsfard, 2024) leads to bleu score of 
70.68% and Rouge-L of %86.15 on the testset 
of ParsMap, while the rule-based method 
(which does not use this corpus to train) gains 
34.36% bleu score and 54.21% Rouge-L on the 
same test set. A comprehensive study on 
various style transfer methods evaluated by 
various metrics using this corpus can be found 
in Falakaflaki and Shamsfard (2024). 

7. Conclusion and further work 

This study was conducted to develop an 
informal-formal language corpus for Persian 
language for the purpose of natural language 
processing. In order to achieve this aim, many 
available sources of informal writing were 
explored to recognize its particular features and 
build a well-organized and operative dataset.  

The minimum possible changes such as 
transpositions, additions and omissions were 
applied to make the formal equivalents in order 
not to change the original meaning, however, 
there are evidently shortcomings such as 
omitting some informal segments of emphasis 
and feelings in formal equivalents which led to 
omit a part of meaning that was inevitable 
according to our instructions. This issue can be 
addressed in future studies. 

Moreover, although we tried to cover the 
differences between informal and formal 
Persian writing as far as possible, there are 
certainly cases we have missed. 
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Abstract

This paper presents a novel Sentiment Anal-
ysis (SA) dataset in the low-resource Persian
language, including a data augmentation tech-
nique using Generative Adversarial Networks
(GANs) to generate synthetic data, boosting the
volume and variety of data for achieving state-
of-the-art performance. We propose a novel
annotated SA dataset, Senti-Persian, made of
67,743 public comments on movie reviews
from Iranian websites (Namava, Filimo, and
Aparat) and social media (YouTube, Twitter
and Instagram). These reviews are labeled with
one of the polarity labels, namely positive, neg-
ative, and neutral, by humans and later aug-
mented. Our study includes a novel text aug-
mentation model based on GANs. The genera-
tor was designed following the linguistic prop-
erties of Persian linguistics. In contrast, the dis-
criminator was developed based on the cosine
similarity of the vectorized original and gen-
erated sentences, i.e., using CLS-embeddings
of BERT. An SA task was applied on both col-
lected and augmented datasets, for which we
observed a significant improvement in accu-
racy from 88.4% for the original dataset to 96%
when augmented with synthetic data. The senti-
Parsian dataset, including the original and the
augmented ones, can be accessed on GitHub.1.

1 Introduction

Using the World Wide Web allows us to access
the languages we encounter daily. Even though
the Web began as an overwhelmingly English phe-
nomenon, it now contains texts in thousands of
languages (Usa, 2021) (Int, 2012). The ability to
combine prior knowledge with updated information
across thousands of languages and to generate new
patterns based on those languages is the most com-
pelling reason for advancing language processing
(van Kessel et al., 2019).

1https://github.com/engmahsa/Senti-Persian-Dataset

There is a unique opportunity for computational
linguists now, as this field has unprecedented access
to low-resource languages. However, researchers
must act swiftly, as every few days, we lose an-
other language from the face of the Earth due to the
lack of native speakers. This loss is driven by com-
plex political, social, racial, and economic factors.
Thus, we must gather online resources and develop
advanced language models to preserve these disap-
pearing languages. By doing so, we can safeguard
linguistic diversity and ensure that even endangered
languages remain accessible and celebrated in the
digital age (Her and Kruschwitz, 2024) (Tatineni,
2020).

Natural language processing (NLP) and com-
putational linguistics (CL) primarily focus on lan-
guages with large text corpora. Machine learn-
ing (ML) techniques are usually used to train NLP
tools, and lots of languages lack large annotated
corpora for training (Hauer et al.) (Xu et al., 2022)
(ImaniGooghari et al., 2023) (Zhao, 2022). Using
natural language to mine opinions and sentiments
is extremely challenging as it involves understand-
ing how language structures convey explicit and
implicit information in individual words or entire
text (Bhatia et al., 2018) (Liu and Zhang, 2012).

The necessity of this article lies in addressing
the challenges faced by NLP when dealing with
low-resource languages. These challenges arise
due to limited supervised data availability and a
scarcity of native speakers or expert contributions.
To overcome this obstacle, this paper introduces a
data augmentation technique that leverages GANs
to generate synthetic data. Doing so enhances the
volume and variety of available data, which is par-
ticularly advantageous in fields where data acquisi-
tion is costly, such as low-resource languages like
Persian.

This research significantly enhances the capabil-
ities of NLP models for low-resource languages by
introducing innovative methods and datasets. The
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significant challenges we addressed while working
for the low-resourced Persian language are men-
tioned below:

• Increased Data Diversity: This technique gen-
erates new comments by applying transforma-
tions (e.g., synonym replacement, paraphras-
ing) to existing movie reviews. This diversi-
fies the dataset, making the model more robust
to variations in language and context.

• Mitigation of Overfitting: By introducing syn-
thetic examples, data augmentation helps pre-
vent overfitting. It exposes the model to dif-
ferent linguistic patterns, reducing its reliance
on specific training instances.

• Improved Generalization: Augmented data
provides additional context and linguistic vari-
ations. Consequently, NLP models learn more
generalized features, leading to better perfor-
mance on unseen data.

• Addressing Low-Resource Scenarios: In lan-
guages with limited labeled data, augmen-
tation generates synthetic samples, enabling
practical training even when native speaker
contributions are scarce.

• Enhanced Performance: Empirical results of-
ten show improved accuracy and robustness
when applying data augmentation.

This paper contributes the following:

1. A labeled dataset for SA in Persian, Senti-
Persian comprises three types of movie re-
views: positive, negative, and neutral. This
marks the first representation of user movie
reviews in Persian within a dataset of 67,743
entries.

2. A cutting-edge GAN-based text generator is
implemented to augment the comments.

3. In order to determine how accurate the models
can be, resampling techniques are used on the
set for balancing, and then evaluation metrics
are compared.

4. A number of data augmentation methods are
applied, including random insertion, synonym
replacements, and random swaps, which also
affect model accuracy.

Following is the organization of this paper: The
summary of the related articles is included in Sec-
tion 2. The structure of the proposed approach
is described in Section 3. Section 4 presents the
methodology. Section 5 discusses the results of our
research and our plans for the future.

2 Related Work

The ParsiNLU (Khashabi et al., 2021) NLI
database contains 2,700 instances, primarily writ-
ten by native speakers, with some translated from
the MultiNLI dataset (Williams et al., 2018). The
FarsTail dataset, in comparison, has four times
more native sentences than ParsiNLU. FarsTail
uses fewer task-specific human-generated texts to
create more natural-looking sentences. Methods
for transferring knowledge across resource-limited
languages are often employed. Studies like those
by Dashtipour et al. (Dashtipour et al., 2021)
have compared approaches to multilingual SA. Bal-
ahur and Turchi (Balahur and Turchi, 2012) found
that translating training data between languages
from the same family (Italian, French, Spanish)
improves results.

Devlin et al. introduces Text AutoAugment
(TAA), a data augmentation framework for text
classification that uses Bayesian Optimization to
find optimal augmentation policies. TAA outper-
forms manual methods, improving classification ac-
curacy, especially in low-resource and imbalanced
datasets, while reducing the need for prior knowl-
edge and manual tuning. The paper (Karimi et al.,
2021) introduces AEDA, using punctuation inser-
tion, which improves text classification accuracy
and outperforms previous methods like EDA across
multiple datasets.

The article "DeepSentiPers" introduces two deep
learning models, bidirectional LSTM and CNN, for
Persian SA, using three data augmentation tech-
niques to improve classification accuracy in both
binary and multi-class tasks, advancing SA in low-
resource languages (PourMostafa et al., 2020) (Sar-
takhti et al., 2022) enhances Persian relation extrac-
tion on the PERLEX dataset using text preprocess-
ing and augmentation techniques, significantly im-
proving accuracy with ParsBERT (Farahani et al.,
2021) and Multilingual BERT models, addressing
the resource scarcity in Persian NLP.

Mi et al. introduces a method using SMT
and RNN to generate target-side paraphrases, sig-
nificantly improving translation quality for low-
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Figure 1: A flow diagram shows the four major phases
of Senti-Persian’s development: data crawling, prepro-
cessing, data annotation, and label verification.

resource languages tested on various language pairs
(Bornea et al., 2021) introduces machine translation
and adversarial training to enhance multilingual
QA systems, considerably improving cross-lingual
performance over zero-shot baselines by aligning
language-specific embeddings.

The work (Shorten et al., 2021) surveys various
text augmentation techniques, highlighting their
impact on model generalization and performance
in NLP tasks, particularly for limited labeled data,
and emphasizes the need for task-specific strate-
gies to maximize augmentation’s potential. The
article "BnPC: A Gold Standard Corpus for Para-
phrase Detection in Bangla, and its Evaluation"
(Sen, 2023) introduces BnPC, a benchmark Bangla
corpus for paraphrase detection, showing its ef-
fectiveness in improving detection accuracy and
advancing Bangla NLP research.

3 Senti-Persian Dataset

Creating a corpus involves several key steps: gath-
ering, cleaning, annotating, and analyzing data,
each influencing the others (McEnery and Brookes,
2022), (Ste, 2016). For example, analysis can re-
veal issues with annotations or sampling, leading
to improvements and additional data collection.
These steps are often recursive, as adjustments to
annotations and dataset selection may be needed
even after model training. Figure 1 provides an
overview of the process we followed for Senti-
Persian.

3.1 Data Collection

Senti-Persian corpora are built by sampling and fil-
tering based on specific criteria using keywords and
metadata to track sentiment. Among many choices,
we collected data considering factors like time,
location, and user demographics who posted or
commented on movies (Moreno-Ortiz and García-
Gámez, 2023) (Hu, 2016). Furthermore, our text

Figure 2: This figure presents the final results of data
cleaning

selection approaches relied on movie genre, subjec-
tivity, and popularity (Rheindorf, 2019) (Nandwani
and Verma, 2021). Finally, the text selection pro-
cess was constrained using Persian linguistic fea-
tures, such as positive/negative words, intensifiers,
negations, sentiment-laden adjectives, and emojis.

3.2 Text Cleaning

Unlike the Latin alphabet, the Persian alphabet
does not have uppercase or lowercase letters, and
the text is written from right to left. Furthermore,
punctuation in Persian is limited, and many users
need clarification on their proper use in text. There-
fore, the first step in preprocessing is the removal
of punctuation, as it often doesn’t carry essential se-
mantic information. The second step involves elim-
inating numbers, which may not add meaning to
the sentiment depending on the context. In the third
step, emojis that don’t necessarily contribute to the
core meaning of the content are removed. The
fourth step includes the omission of extra spaces
between words or sentences. Finally, as the data is
sourced from web pages, we also observe HTML
tags that are removed. Exceptionally, in this case,
stop words are not removed as every word plays a
pivotal role in preserving the original meaning of
the contents (Lee et al., 2021) (Aut, 2022). Figure
2 presents the details.

3.3 Preprocessing Text Data

Both automatic and manual preprocessing are per-
formed. During the manual phase, ‘typos’ are
eliminated. To discover the appropriate form of
a word, we used the Persian Accessible Dictio-
nary Database (PD). Input texts containing a word
not appearing in PD were considered typos. The
corrected word was substituted for the typo in
PD. For example, in the text

	Y����K. Q�K
ñ� 	������K, the
bolded letters indicate typo errors that must be
corrected. By replacing the particles, it became
Y���K. Q�K
ñ�������K. Preprocessing also includes null
value imputation and removing unwanted data.
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Algorithm 1: Majority Voting & Final
Labeling

1 Begin
2 Corpus ← Collection of crawled and cleaned

texts
3 Defined_labels ← [-1,0,1]
4 Final_Matrix()
5 For text in Corpus:
6 tmpLabel = Select From Defined_labels
7 Final_Matrix.append(text, tmpLabel)
8 End

3.4 Annotation Process

Labels for the entire corpus were manually as-
signed based on a majority vote. This involved
defining an annotation scheme, markers, and granu-
larity. In Opinion Mining (OM) and SA, labeling is
challenging due to the need for a standard model.

Ten annotators categorized The collected data
into Positive, Negative, and Neutral. Categorical
and dimensional methods helped define emotions
by grading polarity (positive/negative/neutral) and
arousal. (active/passive). Algorithm 1 outlines the
labeling process.

3.4.1 Guidelines and Process of Marking
This phase involved ten annotators, project man-
agers, and expert reviewers. Annotators labeled
sentiment polarities (positive, neutral, or negative)
for predefined aspects of each sentence, follow-
ing the methodology of (Chakravarthi et al., 2020).
Native Persian annotators received training to en-
sure consistency.The annotation process had three
rounds:

Data was split among five teams for independent
annotation. Results were divided into Sub-Agree
(consistent labels) and Sub-Disagree (disagree-
ments). Sub-Agree data was reviewed, while Sub-
Disagree cases were re-evaluated by the project
manager. Complex cases were handed to expert
evaluators for final decisions.

3.4.2 Annotation Validation
We recruited Persian university students as volun-
teers to handle the tagging process. They reviewed
labels using Google Forms on their computers. In-
formation about their gender, educational back-
ground, and schooling medium was collected for
diversity. Reviewers were warned about potential
hostile language in the comments and instructed

Figure 3: Google form for data annotations by volun-
teers.

to remain unbiased. Each Google Form contained
100 comments (10 per page). Annotators had to
confirm their understanding of the scheme before
proceeding. Figure 3 shows a portion of the Google
Form.

3.4.3 Analysis and Exploitation
OM and SA-labeled datasets are crucial for train-
ing and testing ML tools for emotion classification,
where data quality and quantity considerably im-
pact results. Quality control techniques help detect
errors, and comparing automated and human clas-
sification improves reliability.

Reusable, portable datasets are essential for
emotion-oriented systems, and defining annotation
standards is critical in OM and SA. The manual
annotations were analyzed to understand Senti-
Persian labeling distribution, highlighting polarity
and emotional expressions. The chart in Figure 5
shows a sample distribution of movie reviews.

3.5 Balancing Techniques

A significant way to improve Deep Learning(DL)
models is by behaving with categorical imbal-
anced datasets. Unbalanced collections can be
handled in a variety of ways; there are two pop-
ular ways: “oversampling” and “undersampling”
(Chawla, 2009) (He and Garcia, 2009). We ob-
served in our previous paper that under-sampling
yields better performance for all DL methods we

Figure 4: Comments Distribution before Augmentation
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Figure 5: Comments Distribution after Augmentation

used (Mohammadi and Tavakoli, 2020).

3.6 Data Augmentation
Generative models enhance NLP quality, especially
for low-resource languages (Chen et al., 2024). An
essential contribution of this paper is the imple-
mentation of a GAN-based text generator for aug-
menting datasets, which will be detailed in the next
section.

4 Methodology

This study collected limited movie reviews with
positive, negative, and neutral sentiments. Each
sentence consists of ’n’ tokens. HAZM2 Library
was used to tag parts of speech (POS) in the cor-
pus, and the chart in Figure 6 shows the frequency
distribution of various POS, like verbs, adj, and
nouns.

In Persian text augmentation, random masking
for insertion, swapping, or synonym generation
presents different linguistic challenges. We can
augment most POSs, except verbs, which risk al-
tering the sentence sentiment, a linguistic issue.
For example, in ú


	G ø
 YK. ÕÎJ

	̄, which means "not a bad

movie," if we change the verb position, the sen-
timent of the original sentence may change. for
instance it may become è ø
 YK. ÕÎJ


	̄ that means "it’s a
bad movie". Thus, in this study, tokens fall into
two categories:

• Tokens that can change during the augmenta-
tion process, such as nouns, adjectives, and
adverbs.

• Tokens that cannot change, primarily verbs.

Therefore, the applicability of the augmentation
method on the samples depends on the specific
characteristics, such as the use of subject, object,
or modifiers in the text and their relative positions.

2https://github.com/roshan-research/hazm

Figure 6: distribution of various parts of speech in the
whole population

These tokens are masked for generating diverse
but contextually similar samples. On the other
hand, the method avoids masking tokens in the
verb position.

4.1 GAN

GAN, commonly used in computer vision, also
plays a key role in NLP (Goodfellow et al., 2014)
(Chollet, 2017). In this study, GAN-based models
generate new sentences by paraphrasing limited
data. GAN has two components: a generator (based
on ParsBERT) and a discriminator (Goodfellow
et al., 2014). The generator produces new phrases,
and the discriminator classifies them as fake or real
(Farahani et al., 2021).

The Transformers pipeline simplifies this
process through APIs for text augmenta-
tion. Initially, Random Replacement yielded
the best results. For example, in the sen-
tence XñK. èQ 	j�Ó ÐñJ
 	K Õæ��ñ 	k , �I� �� 	� 	K ÕËX éK. C�@ �IÒ��̄ 	áK
@ XñK. ø
 Pñk. ¹K
,

the word �I�Ò�������̄ (meaning “part”) is rear-
ranged using BERT (Devlin et al., 2018) to
XñK. èQ 	j�Ó ÐñJ
 	K Õæ��ñ 	k , �I� �� 	� 	K ÕËX éK. C�@ ��	m�'. 	áK
@ XñK. ø
 Pñk. ¹K
, maintain-
ing the same meaning but with different words.
The process is shown in Figure ?? and 8.

4.1.1 Generator
This paper implements a technique using trans-
formers and the "fill-mask" pipeline to augment
sentences through random insertion, synonym in-
sertion, and random swapping. In this approach,
sentences are generated by randomly masking the
Nth token of a source sentence. For example, in
Xñ��K. ú
ÍA��« ÕÎJ


	̄ 	áK
 @ ("It was a great movie"), each token
can be masked and replaced using the unmasker
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pipeline. However, masking verbs may change the
sentiment, so careful selection of masked tokens is
needed. Nouns and pronouns are more suitable for
masking to preserve sentiment. A list of sentences
with varying masked positions is created, and the
discriminator evaluates each one. Algorithm 2 out-
lines this process.

4.1.2 Discriminator
The discriminator model classifies the output from
the generator as either DIFFERENT or SIMILAR.
It evaluates whether the generated sentences, modi-
fied through insertion, swapping, etc., retain the se-
mantically similar context of the source sample. A
SIMILAR label means the sentiment is preserved,
while DIFFERENT indicates a deviation from the
source meaning. Algorithm 3 outlines this classifi-
cation process.

In BERT, the CLS token is a unique token added
at the start of a sentence to capture its overall mean-
ing. The CLS embedding represents the entire
sentence and is helpful for sentence-level tasks.
The similarity between two CLS embeddings, typ-
ically calculated with cosine similarity, indicates
how much the augmented text resembles the source.
Cosine similarity ranges from -1 (opposed) to 1
(identical) (Choi et al.). Therefore, using the mea-
sures of TP, FP, TN, and FN, we compute the per-
formance of Algorithm 3 compared to the ground
truth of human annotation. According to the Figure
7, the cosine similarity of 0.8 results in the best
discriminator performance.

5 Experiments and Results

5.1 Experimental Setup
We use 80% of the data for training and equally
divide the rest for evaluation and testing. We pre-

Algorithm 2: Generator

1 Begin
2 Dataframe ← Reads data from a CSV file
3 Do POS tagging and filter the verbs
4 Unmasker ← creates a fill-mask pipeline

using the ParsBERT model
5 Inserts the ‘[MASK]’ token at the

randomly chosen index
6 Uses the unmasker pipeline to predict the

most likely completion for the masked token.
7 Evaluate the generated sentences
8 End

Figure 7: Performance Metrics comparison, to find the
best threshold.

Algorithm 3: Discriminator

1 Begin
2 Sentence1 ← CLS embedding of source

sentence before augmentation
3 Sentence2 ← CLS embedding of augmented

sentence
4 Score ← cosine similarity between

Sentence1 and Sentence2
5 If Score > 0.8:
6 return "DIFFERENT"
7 else:
7 return "SIMILAR"
9 End

process the data by removing punctuation, emojis,
duplicates, and html tags and transferring digits
from English to Farsi. As simple baselines, we
compare our results against a majority and ran-
dom baseline. Our performance metrics include
accuracy, precision, recall, and the F1 score. We
use thundersvm for SVM; ThunderSVM exploits
GPUs and multi-core CPUs to achieve high effi-
ciency. For the pre-trained language models, we
fine-tune (λ = 2× 10−5, batch size 32) the models
for 3 epochs with early stopping.

5.2 Results & Analysis

In Tables 1 and 2, we present the performance
of different models on the augmented and non-
augmented datasets. By comparing the F1 scores
of the two tables, we observe that all models
show higher accuracy with augmented data than
non-augmented data. On our dataset, the best-
performing model is found to be WASSBERT
(Mohammadi and Tavakoli, 2020), which was pre-
trained on the highest volume of Farsi data.
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Figure 8: The GANs based model in detail

Model Augmented Data
Accuracy Precision Recall F1 Score

CNN 83.38% 83% 80% 81%
SVM 76% 80% 75.5% 75.5%

LSTM 72% 72% 72% 72%
CNN+LSTM 81% 81% 81% 81%

Bi-LSTM 87.07% 82% 85% 82%
Stacked Bi-LSTM 42.08% 42% 42% 42%

mBERT 90% 93.4% 90% 91%
XLM-RoBERTa 91% 90.01% 90% 90%

WassBERT 96% 95% 95% 95%

Table 1: Performance of different language models for
the SA on the human-annotated movie reviews.

6 Discussion

6.1 Diversity and Balance of Senti-Persian

We ensured diversity and balance in the Senti-
Persian dataset by collecting data from various
sources (social media, movie reviews), including
formal, informal, and regional dialects (e.g., Shi-
razi, Isfahani). Gender, age considerations, and
quality control were applied. After manual an-
notation, each sentiment category (positive, nega-
tive, neutral) was input into a GAN-based model to
generate additional sentences. The synthetic data
was manually reviewed for linguistic accuracy and
sentiment relevance, resulting in a final corpus of
67,743 balanced comments.

Model Non-Augmented Data
Accuracy Precision Recall F1 Score

CNN 77.33% 77% 70% 71%
SVM 70% 71.5% 70% 70%
LSTM 72% 72% 72% 72%

CNN+LSTM 81% 81% 81% 81%
Bi-LSTM 80% 79% 79% 75%

Stacked Bi-LSTM 38% 40% 37.5% 36%
mBERT 82% 84% 81% 82%

XLM-RoBERTa 83% 80% 81.3% 80%
WassBERT 90% 89% 89% 89%

Table 2: Presenting the improvement in the different
language models after using augmented dataset.

6.2 Application on Other Arabic Languages
Our approach can be adapted for Arabic-script lan-
guages like Dari, Pashto, Urdu, Uyghur, Sindhi,
Arabic, and Kurdish (Sorani), which share right-to-
left writing, similar scripts, and word order but have
unique features. Challenges include orthographic
issues, vowel ambiguity, dialects, data imbalance,
and complex morphology. Translating the primary
dataset and applying GAN-based techniques can
address these challenges and generate synthetic
data.

6.3 Limitations
Persian has several linguistic characteristics that
can influence the augmentation process we fol-
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lowed in this work. Following are a few aspects of
Persian that may require specific adaptations:

1. Free word order: Changing word order for
emphasis doesn’t affect sentence sentiment,
so models don’t need to accurately prioritize
capturing word arrangement or dependencies.

2. Morphology: Persian’s inflectional nature, us-
ing prefixes and suffixes, doesn’t affect sen-
tence sentiment but poses challenges for tok-
enization. For example, H. A�J» (book) becomes

é 	KA 	g'H. A�J» (library). The Hazm tokenizer han-
dles these complexities accurately.

3. Postpositions and Case Marking: Persian uses
postpositions (e.g., "in," "on" after nouns) in-
stead of prepositions, affecting syntax but not
sentiment.

4. Clitics and Compounds: Persian uses clitics
and compound words, complicating tokeniza-
tion. The Hazm tokenizer, designed for Per-
sians, handles this effectively. For exam-
ple, the word, ��	�@X - "knowledge" and èAÇ
- "place" or "house" together èAÆ ��	� @X Transla-
tion: "University."

5. Lack of Capitalization: Persian lacks capital-
ization, impacting Named Entity Recognition
(NER) models but not SA.

7 Conclusion and Future Works

This study presents a collection of 22,581 human-
annotated data samples, which is later augmented
using GANs, making it a total of 67,743 movie
reviews annotated for SA. Our augmentation pro-
cess resulted in achieving 96% accuracy, producing
a boost of 7.6% in accuracy over the previous re-
sults. In the future, we aim to propose an approach
that combines Reinforcement Learning (RL) with
GANs to enhance the generation of long, coher-
ent, and contextually appropriate text. We envision
that the hybrid strategy would be able to refine
GAN training mechanisms, improving the gener-
ated text’s realism and linguistic quality. By com-
bining the generative capabilities of GANs with
the goal-oriented optimization of RL, we antici-
pate significant advancements in NLP, pushing the
boundaries of current AI-driven text generation
technologies.
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Abstract

Mental health disorders such as stress, anxi-
ety, and depression are increasingly prevalent
globally, yet access to care remains limited
due to barriers like geographic isolation, finan-
cial constraints, and stigma. Conversational
agents or chatbots have emerged as viable dig-
ital tools for personalized mental health sup-
port. This paper presents the development of a
psychological health chatbot designed specifi-
cally for Persian-speaking individuals, offering
a culturally sensitive tool for emotion detec-
tion and disorder identification. The chatbot
integrates several advanced natural language
processing (NLP) modules, leveraging the Ar-
manEmo dataset to identify emotions, assess
psychological states, and ensure safe, appropri-
ate responses. Our evaluation of various mod-
els, including ParsBERT and XLM-RoBERTa,
demonstrates effective emotion detection with
accuracy up to 75.39%. Additionally, the sys-
tem incorporates a Large Language Model
(LLM) to generate messages. This chatbot
serves as a promising solution for addressing
the accessibility gap in mental health care and
provides a scalable, language-inclusive plat-
form for psychological support.

1 Introduction

Mental health issues, such as stress, anxiety, and de-
pression, are increasingly prevalent worldwide, af-
fecting millions of individuals (Prince et al., 2007).
Access to effective mental health services, however,
remains limited due to barriers such as geographic
location, financial constraints, and societal stigma
(Javed et al., 2021).

This paper introduces a psychological health
chatbot designed to assist individuals in managing
their mental health. The chatbot’s primary func-
tions include detecting emotions, identifying po-
tential mental health disorders, and ensuring the
safety and appropriateness of its responses. The
chatbot is specifically designed for the Persian lan-

guage, filling a critical gap in mental health care
for non-English speaking communities.

The proposed system integrates several modules:
emotion detection, disorder identification, and lan-
guage model validation, ensuring safe, supportive
interactions. Using the ArmanEmo dataset, a Per-
sian emotion detection dataset, and advanced NLP
techniques, the chatbot offers personalized, cultur-
ally relevant mental health support (Mirzaee et al.,
2022). The development and evaluation of this
chatbot contribute to the growing field of AI-driven
solutions for mental health care, offering a resource
that is more accessible and language-inclusive.

2 Related Works

Artificial intelligence (AI) and machine learning
have increasingly been applied to mental health di-
agnosis, leveraging data from social media and dig-
ital platforms for early detection and intervention.
Sophisticated AI chatbots are now capable of pro-
viding real-time mental health support (Team Ca-
pacity, 2023). Research indicates that AI can pro-
vide an affordable supplementary approach to tradi-
tional therapies, effectively aiding in the reduction
of depressive and anxiety symptoms (Kaywan et al.,
2023). With an average satisfaction rating of 3.95
out of 5 (79%), user feedback demonstrates sub-
stantial satisfaction and engagement levels (Kay-
wan et al., 2023). A non-clinical randomized trial
platform further underscores the efficacy of AI-
driven computer-assisted cognitive-behavioral ther-
apy (CCBT) in alleviating self-reported depression
and anxiety symptoms among college students (Ful-
mer et al., 2018). A study examining the effective-
ness of CBT-based smartphone applications with
28 participants utilized the Shim chatbot, a text-
based smartphone app, to collect data over a two-
week period. The findings highlighted positive user
experiences and outcomes from interactions with
the chatbot (Ly et al., 2017).
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Findings suggest that GPT is a highly effec-
tive tool for identifying psychological constructs
within textual data across multiple languages. Com-
pared to traditional methods like dictionary-based
and fine-tuned machine learning models, GPT of-
fers notable advantages: it performs consistently
across languages and contexts, eliminates the need
for training data, and operates with minimal cod-
ing through straightforward prompts (Rathje et al.,
2024). GPT has demonstrated significantly en-
hanced accuracy in detecting annotated sentiments
and discrete emotions, outperforming commonly
used dictionary-based methods prevalent in psy-
chology and social sciences (Jackson et al., 2022).

The World Health Organization (WHO) notes
a growing global need for mental health services
(World Health Organization, 2023), and machine
learning offers scalable solutions to address this
demand by analyzing large datasets for risk pre-
diction. Reports from the Australian Bureau of
Statistics (Australian Bureau of Statistics, 2021)
and the U.S. Department of Health and Human
Services (U.S. Department of Health and Human
Services, Substance Abuse and Mental Health Ser-
vices Administration, 2018) underscore the increas-
ing prevalence of mental health disorders, stressing
the need for technological innovations. Machine
learning and deep learning models have shown ef-
fectiveness in diagnosing mental health conditions
from digital data. Iyortsuun et al. (Iyortsuun et al.,
2023) review these techniques, finding deep learn-
ing methods particularly adept at identifying com-
plex patterns, such as predicting suicidal tendencies
from social media content (Wies et al., 2021). Chal-
lenges remain, particularly regarding stigma and
self-stigma, which hinder help-seeking behavior
(Clement et al., 2015; Oexle et al., 2017). Digital
interventions, like AI chatbots, offer promise by
providing anonymous support. However, ethical
considerations must be addressed to align these
technologies with human-centric values (Bryant,
2023; The Center for Humane Technology, 2023).

3 Methodology

Mental health issues, such as stress and anxiety, are
increasingly common. Traditional therapies, while
effective, are often inaccessible due to geographic
or financial barriers. Digital solutions like con-
versational agents offer personalized mental health
support. This study develops a conversational agent
with emotion detection, disorder identification, and

response safety evaluation to assist users in improv-
ing mental health. You can see the structure of
this conversational agent in Figure 1. As illustrated
in the figure, the system processes user messages
through several steps. First, the input messages are
analyzed using the Emotion Classifier, the Disor-
der Detection module, and the Message Validator.
The Emotion Classifier identifies the emotions con-
veyed in the input text. The Disorder Detection
module determines whether the user is experienc-
ing stress. Simultaneously, the Message Validator
assesses whether the user’s message aligns with
the chatbot’s intended purpose. If the message is
unrelated, the system provides a default response,
notifying the user that their input is not relevant
to the chatbot and cannot contribute to improving
their emotional state.

For messages deemed relevant, the system con-
siders the current input alongside previous mes-
sages, assigning weights to earlier messages based
on their temporal proximity to the latest input. Us-
ing this contextual information, an answer is gen-
erated by a LLM. The generated response is then
validated to ensure it is non-toxic and does not
elicit negative emotions. If the response passes val-
idation, it is presented to the user as the chatbot’s
reply.

4 Emotion Detection Module

This module identifies emotions in user messages
based on six primary categories: sadness, hate,
fear, anger, happiness, and surprise. An additional
label, other, is included to account for emotions
beyond these categories. By analyzing the input
text, the module detects the user’s emotional state,
which is then utilized to generate optimal responses
aimed at fostering calmness and improving emo-
tional well-being. Further details regarding the
module’s implementation and performance are pro-
vided in Appendix A.

The six primary emotions are described as fol-
lows:

• Sadness: Sadness is a negative emotional
state often linked to experiences of loss, hope-
lessness, or failure. It arises in response to
distressing events and is associated with re-
duced interest in activities, low energy, and a
desire for isolation (Beck, 1976).

• Hate: Hate is an intense and negative emo-
tion characterized by feelings of hostility and
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Figure 1: The structure of the mental health conversational agent. The system processes user messages through
emotion classification, disorder detection, and message validation. Relevant messages are combined with contextual
information to generate responses using a LLM. Responses are validated for non-toxicity before being delivered to
the user.

disgust toward a specific target. It is associ-
ated with aggressive behaviors and hostility
toward individuals or groups. Hate is recog-
nized as one of the fundamental emotions in
early theories of emotion (Izard, 1977).

• Fear: Fear is a natural response to real or
perceived threats. It is marked by heightened
alertness and readiness to confront or avoid
danger. Physiological indicators, such as in-
creased heart rate and sweating, are common
markers of fear. The "fight or flight" theory
highlights fear’s role as a survival mechanism
(Cannon, 1932).

• Anger: Anger typically emerges from provo-
cations or frustrations and is often accompa-
nied by a desire to confront the source of irri-
tation. Behavioral indicators such as muscle
tension and harsh vocal tones are associated
with anger, which is seen as a natural regula-
tory response to challenges (Averill, 1982).

• Happiness: Happiness is a positive emotional
state characterized by feelings of satisfaction,
joy, and well-being. It is commonly expressed
through smiling, social engagement, and other
positive behaviors. Subjective measures of

happiness demonstrate its validity as a dis-
tinct emotional construct (Lyubomirsky and
Lepper, 1999).

• Surprise: Surprise is a brief reaction to un-
expected events that often increases attention
and focus. Nonverbal cues such as widened
eyes and immediate verbal reactions are com-
mon indicators. Surprise is considered one
of the primary emotions in studies of facial
expressions (Ekman and Friesen, 1975).

4.1 LLM message validator
The module is designed to function as a filter, en-
suring that messages generated by the LLM are
neither toxic nor contain language that could evoke
negative feelings in users. In this context, toxic
language refers to expressions that are offensive,
hateful, or emotionally harmful, including cyber-
bullying, harassment, and hate speech. Toxicity is
inherently multi-dimensional and context-sensitive,
requiring careful consideration of intent, language
nuances, and social context. This aligns with the
definition proposed by Sheth et al. (2021)., who em-
phasize the need for psychological and social theo-
ries to define toxicity while addressing ambiguities
across its dimensions through explicit knowledge
in computational models.
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The six categories of toxicity used in this work
are defined as follows (Al-Saffar et al., 2021):

• Toxic: General harmful, rude, or disrespectful
comments.

• Severe-Toxic: A more extreme form of toxic-
ity, often involving intense or persistent offen-
sive language.

• Obscene: Comments containing vulgar or in-
appropriate language.

• Threat: Comments containing expressions of
intent to harm others.

• Insult: Comments meant to demean or belittle
someone.

• Identity-Hate: Comments targeting individu-
als or groups based on their identity, such as
race, religion, gender, or ethnicity.

The performance metrics and detailed descrip-
tions of the module are provided in Appendix B for
further reference.

4.2 Users message validator

The goal of this section is to assess the rele-
vance of user messages to psychology-related top-
ics. Considering the diversity of users and the
wide range of discussion topics, a data-driven ap-
proach was adopted for model design. To train the
model, a dataset of user messages with the system
was collected. This dataset included 1,025 mes-
sages, meticulously labeled by human experts into
two categories: "psychology-related" and "non-
psychology-related." The labeling process involved
careful evaluation of each message’s content based
on criteria such as topic, tone, and the use of psy-
chological terms or concepts.

As shown in Table 1, the dataset includes ex-
amples of messages, their translations, and as-
signed labels, which illustrate the distinction be-
tween "psychology-related" and "non-psychology-
related" categories. The performance metrics and
detailed descriptions of the module are provided in
Appendix C for further reference.

4.3 Stress Detection

Based on Hans Selye’s theory (Selye, 1956), stress
is defined as a nonspecific response of the body to
any demand or change, manifesting in three stages:
alarm, resistance, and exhaustion. In the alarm

stage, the body quickly responds to a challenge;
during the resistance stage, it actively confronts the
threat, and if stress persists, it enters the exhaustion
stage, which can lead to physical and psychological
issues.

Richard Lazarus and Susan Folkman (Lazarus
and Folkman, 1984) define stress from a cognitive
perspective as the result of an individual’s mental
appraisal of a situation and the available resources
to cope with it. According to their theory, stress
occurs when an individual perceives a situation
as a threat or challenge that exceeds their coping
abilities.

The performance metrics and detailed descrip-
tions of the module are provided in Appendix D
for further reference.

4.4 Content Generator
A LLM and three classification models are used
to detect stress disorders, recognize user emotions,
and evaluate chatbot responses to prevent inappro-
priate or toxic replies. The chatbot algorithm ana-
lyzes conversation history, calculates the weighted
average of emotions and psychological disorders,
and generates a short and friendly response in Per-
sian. The chatbot uses emojis and informal lan-
guage to create a more personable response without
directly mentioning the user’s stress or emotions.
This chatbot has been used by around 190 people,
who independently engaged with it since its devel-
opment and the distribution of its link on LinkedIn
by community members, and approximately 2,000
messages have been exchanged with it.

The psychological chatbot algorithm is designed
to provide personalized and friendly responses to
users. Its functioning can be broken down into the
following steps:

• Input and Output: The algorithm has two
main inputs:

– chat_history: The conversation his-
tory between the user and the chatbot.

– window_size: Defines how many mes-
sages from the conversation history
should be considered.

– input_text: The new message entered
by the user.

The output is a response generated by the AI,
which is sent to the user.

• Adjusting the Conversation History: First,
if the window_size is specified, the algorithm
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Message (Original) Translation (English) Tag
فکر نیست. خوب حالم اصلا امروز

متنفرن. ازم همه میکنم
I am not feeling well at all today. I think everyone
hates me.

Related

بلدی؟ نویسی برنامه Do you know programming? Not-Related

Table 1: Sample Messages with Translations and Labels

Algorithm 1 Generate AI Response for Psychological Chatbot
1: Input: chat_history, window_size, input_text
2: Output: AI response answer
3: if window_size then
4: chat_history← chat_history[:window_size]
5: end if
6: messages← chat_history
7: emotion← calculate_weighted_average(chat_history, ’emotion’)
8: disorder← calculate_weighted_average(chat_history, ’disorder’)
9: Create prompt with context and user data as follows:

The previous messages are the chat history between a patient and a psychologist. Suppose you are a professional
psychologist. Based on the following information, respond to the patient with a short message. (Prevent to say ’Hi’
in each message. And only speak in Persian)

Emotional status: {emotion}

Mental disorder status: {disorder}

Patient message: {input_text}

Speak more sincerely and informally, and use emojis to create a friendlier tone. Avoid mentioning the user’s stress
or emotion levels directly, and don’t discuss them. Just be aware of these levels to respond appropriately.

10: messages.add({"role": "user", "content": prompt})
11: response ← openai.ChatCompletion.create(

model = "gpt-4o-mini-2024-07-18",
messages = messages

)
12: return response

limits the conversation history to the number
of messages defined by window_size. This
helps focus on recent messages to provide a
more relevant response.

• Calculating Emotions and Mental
Status: The algorithm then uses the
calculate_weighted_average functions
to calculate the weighted average of emo-
tions (emotion) and mental disorder status
(disorder) based on the messages in the
conversation history. These values reflect the
user’s emotional and mental state throughout
the conversation and are used to adjust the
chatbot’s response.

• Creating a Prompt for the Model: Using
the calculated information (emotions and men-
tal disorder status), the algorithm generates a
prompt containing instructions for the model.
This prompt directs the model to respond like
a professional psychologist, focusing on the
conversation without directly referring to the
user’s stress or emotional levels.

• Adding New Message to Conversation His-
tory: The user-generated message is added as

the most recent entry to the list of messages.

• Generating a Response with the GPT
Model: Finally, the algorithm uses the GPT
model gpt-4o-mini-2024-07-18 to gener-
ate a response. This model works with the
input messages (messages) and provides a re-
sponse based on the prompt and conversation
history.

• Returning the Response: The algorithm re-
turns the generated response, which is then
displayed to the user.

This method helps the chatbot respond appro-
priately while considering the user’s mental and
emotional state, aiming to maintain a friendly and
informal communication style.

4.5 User satisfaction

The user satisfaction form includes a series of ques-
tions, aimed at enabling participants to evaluate the
quality and user experience of their interaction. Par-
ticipants are asked to rate aspects such as the ease
of understanding and responding to the chatbot;
the resemblance of the experience to a psychiatric
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session in terms of time commitment; the effective-
ness of text messaging compared to speaking with
a psychiatrist; the efficacy of the question sequence
in assessing depression levels; and the likelihood of
recommending the interaction to friends and family
in Iran. The form concludes with an open-ended
question that allows participants to provide addi-
tional comments. These open-ended responses will
be incorporated into future training phases.

By analyzing satisfaction rates and feedback, im-
provements will continue to be made to enhance
interactivity and encouragement for future partici-
pants.

5 Results and Evaluations

The PHQ-9 is known for its unidimensional struc-
ture, solid validity, and reliability, and is regarded
as a useful and effective tool in epidemiological
and research contexts. Based on prior studies and
the current data, it is suggested that the PHQ-9
may also be applicable in other contexts within the
studied population, though further confirmation is
needed.(Dadfar et al., 2018) The PHQ-9 is a self-
administered scale used for screening, assessing,
and monitoring depression severity.(Kroenke et al.,
2003)

This scale consists of nine items that reflect
symptoms over the past two weeks, with one
item evaluating functional impairment (Associa-
tion et al., 2015). Each item is scored on a 4-point
Likert scale, ranging from 0 to 3: “not at all” (0),
“several days” (1), “more than half the days” (2),
and “nearly every day” (3). The total score on the
PHQ-9, summing all nine items, ranges from 0 to
27. A score of ≥ 15 is classified as major depres-
sion, while a score of ≥ 20 indicates severe major
depression. The diagnostic validity of the PHQ-
9 for major depressive disorder (MDD) has been
confirmed through studies in eight primary care
settings and seven obstetric clinics (Kroenke et al.,
2001).

Various versions of the PHQ-9 suggest different
cut-off points, ranging from ≥ 9 to ≥ 13, with
sensitivity levels between 73.8% and 77.5%, and
specificity from 76.2% to 97%.(Santos et al., 2013;
Khamseh et al., 2011)

The experimental procedure was conducted in
three phases: before the initial interaction with the
chatbot, after one week, and finally, at the conclu-
sion of the 14-day period. Throughout this time-
frame, users were required to engage in daily inter-

actions with the chatbot.
A total of 14 participants were recruited for the

experiment. Considering that participants were al-
lowed to withdraw at any stage of the experiment
(based on signing the consent form), one participant
withdrew due to the sudden passing of their niece,
two participants withdrew due to a lack of time, and
three participants withdrew because the experiment
was uninteresting or unattractive to them. Ulti-
mately, the experiment was successfully completed
by 9 participants. The detailed user information
is presented in Table 2. During the experiment,
emotions and stress levels were monitored and doc-
umented through the chatbot’s integrated modules.

Upon completion of the experimental period, an
extensive analysis of the collected data was under-
taken. Insights derived from user conversations,
alongside emotion and stress data, yielded several
notable observations. Firstly, as depicted in Fig-
ure 2, users exhibited higher stress levels at the
beginning of the week, which gradually decreased
midweek, only to rise again towards the end of the
week and the start of a new one. Additionally, in
relation to users’ emotional responses during inter-
actions with the chatbot, it is evident from Figure 3
that participants predominantly expressed feelings
of sadness, followed by happiness.

Moreover, as shown in Figure 4, 7 out of the 9
participants exhibited signs of improvement by the
end of the experiment. However, 2 participants,
identified by IDs 171 and 181, did not show signs
of recovery, as indicated by their test results. A fur-
ther review of these cases suggests that the chatbot
may not be effective in providing immediate assis-
tance for users suffering from severe depression.
For such individuals, professional psychological
intervention and treatment are recommended.

Gender Location Age User ID

male Zanjan 27 166
male Kashan 24 171

female Mashhad 23 172
male Tehran 24 175

female Tehran 16 179
male Tehran 20 181

female Tehran 47 187
male Tehran 30 189

female Yazd 22 191

Table 2: Table showing gender, location, age, and user
ID.
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Figure 2: Average stress levels of all volunteer users
over the two-week experiment

Figure 3: Average emotional responses of all volunteer
users during chatbot interactions.

6 Conclusion and Future Works

In this section, we discuss our conclusions and the
future work for this chatbot

6.1 Conclusion

The evaluation of the psychological chatbot demon-
strated that it effectively facilitated natural and
smooth interactions, offering valuable emotional
feedback and responses aligned with cognitive-
behavioral therapy principles. Users reported vary-
ing levels of satisfaction based on their initial men-
tal health status, with those exhibiting higher levels
of psychological distress showing less satisfaction.
Despite these challenges, the chatbot successfully
provided emotional reflections and relevant psycho-
logical techniques, contributing to improvements
in users’ anxiety and depression levels.

The chatbot’s responses were generally accu-
rate and addressed users’ psychological issues,
although its effectiveness varied. The analysis
conducted by a licensed psychologist registered
with the Iranian Psychological Association indi-
cated that, while the chatbot adhered to cognitive-
behavioral standards, it diverged from existential

Figure 4: Results of the PHQ-9 questionnaire for all
users.

and Rogerian methods, which emphasize Socratic
dialogue over structured techniques. User experi-
ences were acceptable, with the chatbot meeting
key criteria such as relevant responses, emotional
reflection, and maintaining a coherent interaction
memory.

A key strength of the system is its use of XLM-
RoBERTa as the pre-trained model for multilingual
capabilities, and ChatGPT-4.0 Mini, a multimodal
model, enabling emotion detection and disorder
identification to generalize effectively to other lan-
guages that use the Arabic script. This design ex-
tends the system’s scope beyond Persian, making
it applicable to other low-resource languages, en-
hancing its usability in diverse linguistic contexts.

However, the chatbot has limitations, including
repetitive handling of some emotions and chal-
lenges in managing user anger. To address these
issues and enhance the chatbot’s capabilities, sev-
eral improvements are suggested. These include
recommending self-help resources, implementing
user follow-up features, and configuring therapy
sessions with specific protocols.

6.2 Future Work

Future developments should focus on improving
the chatbot’s performance by closely simulating
expert psychologists’ approaches and enhancing
the system’s ability to understand and respond to
user emotions. Implementing a system for building
user profiles and using past interaction data to tailor
responses could significantly improve the chatbot’s
effectiveness. Adopting advanced techniques such
as Retrieval-Augmented Generation (RAG) can en-
hance response relevance by leveraging historical
conversation data.
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To further advance the chatbot, expanding data
collection efforts and improving data quality are es-
sential. Collaboration with counseling centers and
psychologists could provide valuable insights and
data for refining the system. Adding voice commu-
nication capabilities would not only increase user
engagement but also enhance comfort by offering
voice responses and transcription services. These
steps, along with ongoing refinement of models
and protocols, will help bridge the gap between the
chatbot and traditional psychological therapies, ulti-
mately leading to a more effective and user-friendly
tool.

7 Limitations

Despite the promising outcomes observed in the
chatbot’s performance, several limitations should
be acknowledged. One major constraint is the
lack of suitable hardware resources, particularly
GPUs, which has hindered the development and
fine-tuning of a custom language model tailored for
the mental health domain. Due to this limitation,
we were compelled to rely on OpenAI’s pre-trained
models, which may not fully capture the nuances of
mental health dialogue, especially in handling com-
plex psychological states such as anger or deeper
existential concerns. The reliance on external mod-
els also introduces challenges in achieving com-
plete control over the model’s behavior, potentially
affecting the precision of psychological techniques
used by the chatbot.

Another significant limitation lies in the evalua-
tion process. Psychological interactions are inher-
ently dynamic and personal, making it difficult to
create repeatable experiments with consistent re-
sults. User experiences and responses vary across
different sessions, even with the same user, due
to changes in mental state, environmental factors,
and timing. Consequently, establishing a controlled
experiment with identical conditions for all users
proved to be a challenge. This variability in user in-
teraction presents difficulties in benchmarking the
chatbot’s performance consistently, as real-world
psychological factors introduce noise that is hard to
quantify or replicate in a laboratory setting. These
limitations highlight the need for further improve-
ments in both model customization and experimen-
tal design to enhance the chatbot’s reliability and
overall effectiveness.

Ethics Statement

This study focuses on human behavior and moods,
with ethical considerations addressed through strict
adherence to established guidelines to ensure the
validity of the methods and approaches employed.
Particular attention is given to safeguarding partici-
pants’ privacy. Access to raw data is restricted ex-
clusively to the research team, ensuring that unau-
thorized individuals cannot gain access. Partici-
pants are assured that all data remains anonymous
to protect their privacy, and informed consent was
obtained for their participation in this evaluation
for educational purposes.

The development and deployment of a text-based
empathetic chatbot also involve significant ethical
considerations. Key concerns include protecting
user data privacy, particularly emotional data, and
implementing strict data protection measures to
prevent misuse. It is emphasized that the chatbot
is not a substitute for professional psychological
or medical advice. The project is guided by the
principle of beneficence, aiming to enhance user
well-being and minimize harm. Additionally, the
chatbot’s development adheres to ethical standards
of fairness, non-discrimination, and bias preven-
tion.
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A Emotion Detection

1.1 Dataset Overview
The ArmanEmo dataset is a Persian-language emo-
tion detection dataset with over 7000 manually
labeled sentences. The sentences were sourced
from platforms such as Twitter, Instagram, and
Digikala and are categorized into seven emotion
labels: Anger, Fear, Happiness, Hatred, Sadness,
Wonder, and Other (for emotions not covered by
the main emotion labels).

The dataset has been split into training and test-
ing sets and provided in TSV format. Transfer
learning experiments have shown that ArmanEmo
is better suited for emotion detection tasks com-
pared to other older Persian datasets (Mirzaee et al.,
2022). See Table 3 for details on the data sources
used for ArmanEmo.

Source Persian Tweets Instagram Comments Digikala Comments
Collection Period 2017-2018 2017-2018 2018

Raw Data 1.5M 1M 50K
Labeled for Manual Annotation 3.5K 3K 1K
Data for Automatic Annotation 4.5K - -

Table 3: Data sources for the ArmanEmo dataset, in-
cluding collection periods, raw data size, and data la-
beled through both manual and automatic annotation
processes.

The dataset has been split into training and test-
ing sets and provided in TSV format. Transfer
learning experiments have shown that ArmanEmo
is better suited for emotion detection tasks com-
pared to other older Persian datasets (Mirzaee et al.,
2022).

1.2 Model Performance and Testing
Various models were tested on the ArmanEmo
dataset. Below are the results of the key models:

1. ParsBERT: A version of BERT optimized for
the Persian language. Achieved an accuracy
of 63.8575 after 17 epochs (Farahani et al.,
2021b).

2. RoBERTa-Facebook: An optimized version
of BERT developed by Facebook, which
achieved an accuracy of 63.1625 after 5
epochs (Liu et al., 2019).

3. RoBERTa-Base-ft-UDPOS28: A version
of RoBERTa fine-tuned for part-of-speech
tagging, achieving 62.033 accuracy after 5
epochs (et al., 2019).

4. XLM-RoBERTa-Large: A multilingual ver-
sion of RoBERTa trained on data from over

100 languages. This model performed the
best, showing superior generalization capa-
bilities on the ArmanEmo dataset (Conneau
et al., 2020).

1.3 Performance Comparison
Table 4 provides a summary of the precision, recall,
and F1 scores for each model tested.

Model Precision Recall F1
FastText (Joulin et al., 2016) 54.82 46.37 47.24

HAN (Yang et al., 2016) 49.56 44.12 45.10
RCNN (Lai et al., 2015) 50.53 48.11 47.95

RCNNVariant (Lai et al., 2015) 51.96 48.96 49.17
TextAttBiRNN (Waleed Ragheb and Servajean, 2019) 54.66 46.26 47.09

TextCNN (Kim, 2014) 58.66 51.09 51.47
ParsBERT (Farahani et al., 2021b) 67.10 65.56 65.74

XLM-Roberta-base (Conneau et al., 2020) 72.26 68.43 69.21
XLM-Roberta-large (Conneau et al., 2020) 75.91 75.84 75.39

Table 4: Comparison of Model Performance on Ar-
manEmo Dataset for emotion detection task(Precision,
Recall and F1 metrics are macro).

B LLM message validator

In this module, the generated text by LLM is eval-
uated to ensure that no inappropriate content is
included in the user-provided text. Given the im-
portance of vocabulary and its impact on users’
mental well-being, text evaluation and generating
suitable content aimed at improving the user’s state
of mind are critical tasks.

2.1 Implementation
Since the chatbot operates in Persian, access to and
use of a Persian language dataset was necessary.
Due to the unavailability of an appropriate Persian
dataset, an English-language dataset was used and
translated using existing translation APIs, such as
deep-translator (Ezzat, 2020). Consequently,
the "Jigsaw Toxic Comment Classification" dataset
(Jigsaw and Google, 2018) was utilized as a ref-
erence. This dataset contains 159,571 samples
with six labels, including "toxic," "identity_hate,"
"insult," "threat," "obscene," and "severe_toxic."
Since the dataset is multi-label, it allows for the
possibility that a sample may have multiple labels.
After translation, preprocessing was performed us-
ing the hazm library (Poostchi and Zarei, 2016),
which includes operations such as removing extra
spacing and reducing the repetition of consecutive
words. Moreover, untranslated English words were
removed using Unicode.

Given the data imbalance, as clearly shown in
Table 5 as first two columns, where the distribution
of the labels is presented, the need to improve the
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biased dataset was identified. To address this, a
balanced subset was selected for each label. Due
to hardware limitations during training, the dataset
was reduced to 20,000 samples, with the distribu-
tion of labels shown in Table 5 in two balanced
columns. Initially, the data was split into train-
ing and testing sets in a 4:1 ratio. Hyperparameters
were determined manually using trial and error, and
the final hyperparameters used for training the mod-
els are as follows: the number of training epochs
was set to 3, with a per-device training batch size of
8 and an evaluation batch size of 16. The learning
rate was adjusted to 2e-5, and a weight decay of
0.01 was applied. For optimization, the AdamW op-
timizer was employed. The different models were
then trained and evaluated based on the test data.
The results are presented in Table 6. According
to the obtained results, the xlm-roberta-large
(Conneau et al., 2019) model was selected as the fi-
nal model used in the message validator module
to evaluate the LLM-generated text. The detailed
results of the final model’s evaluation on the test
data are presented in Table 7.

2.2 Challenges in Implementation
One of the main challenges was the absence of a
suitable Persian dataset, which required the trans-
lation of another dataset. Due to the weaknesses
in translator APIs, such as inaccuracies in trans-
lating slang, idiomatic expressions, and offensive
terms, this led to unbalanced translations or the non-
translation of some words. Additionally, the lim-
ited availability of multi-class datasets with clearly
labeled instances for different types of offensive or
inappropriate sentences restricted the implementa-
tion to a specific dataset.

Label Absent Present Balanced Absent Balanced Present
toxic 144,277 15,294 4,879 15,121

severe-toxic 157,976 1,595 13,369 6,631
obscene 151,122 8,449 10,741 9,259
threat 159,093 478 8,129 11,871
insult 151,711 7,877 10,403 9,597

identity-hate 158,166 1,405 6,495 13,505

Table 5: Number of record counts in base dataset with
balanced format for each label in the dataset for LLM
Text Validation Module (Jigsaw and Google, 2018).

C Users message validator

In light of the possibility of irrelevant conversa-
tions occurring between users and chatbots, the
necessity of implementing a module to evaluate
the relevance of user messages with the chatbot’s

Model Precision Recall F1-score
BART-base (Lewis et al., 2020) 92.66 88.81 90.54
BART-large (Lewis et al., 2020) 93.44 88.58 90.82

ELECTRA-base (Clark et al., 2020) 91.47 83.06 86.92
ParsBERT (Farahani et al., 2021a) 93.93 91.62 92.99

BERT (Devlin et al., 2018) 93.69 91.08 92.49
XLNet-base (Yang et al., 2019) 90.44 86.39 87.97

DistilRoBERTa-base (Sanh et al., 2019) 92.63 88.72 90.63
DistilBERT (Sanh et al., 2019) 93.88 91.84 92.80

XLM-RoBERTa-large (Conneau et al., 2019) 92.35 93.95 93.43

Table 6: The performance of the proposed model on
custom data that explained in Table 5.

Label Precision Recall F1-score
toxic 94.16 97.55 95.83

severe-toxic 97.42 88.39 92.68
obscene 89.59 88.55 89.07
threat 99.19 97.79 98.48
insult 86.87 89.00 87.92

identity-hate 96.48 92.84 94.63
Overall-accuracy 70.53

Table 7: The result of XLM-Robetrta-large model on
balanced dataset 5 for LLM Text Validation module.Due
to the multilabel and multiclass structure of the dataset,
there are cases where some labels are correctly identi-
fied while others are missed. This causes differences
between the Precision and F1-Score values and the Over-
all Accuracy.

purpose has been identified. A dataset comprising
conversations between users and the chatbot was
collected and labeled accordingly.

Subsequently, preprocessing was performed on
the generated dataset using the hazm library. This
process involved correcting typographical errors,
addressing literary issues in the text, eliminating
repetitive characters, and removing stopwords. The
final dataset, based on the distribution of labels, is
presented in Table 8.

Given the limited size of the dataset, the cross-
validation method was employed to train the mod-
els. The dataset was divided into five parts, with
each iteration using four parts for training and one
part for validation. This process was repeated five
times so that each part was tested as a validation
set. The hyperparameters used for training were
optimized for transformer-based models as follows:
the number of training epochs was set to 7, with
gradient accumulation steps of 2. The per-device
training batch size was set to 4, while the evalu-
ation batch size was set to 8. The learning rate
was adjusted to 2e-5, and a weight decay of 0.01
was applied. The results of the selected models are
presented in Table 9.

Based on the results, it was observed that the
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ParsBERT model outperformed others and was thus
selected as the baseline model. In cases where
user conversations were deemed irrelevant to the
chatbot’s purpose, a static message is sent to the
user, and the API call is prevented, guiding the
conversation back on track to improve the user’s
experience.Table ?? shows that the chatbot ignores
texts that are not related to its purpose.

3.1 Challenges

Due to the limited number of samples in the dataset,
there was a risk of overfitting during model training,
which was mitigated by utilizing cross-validation.
Additionally, certain conversations contained non-
Persian text, emojis, or punctuation, necessitating
further preprocessing to ensure high-quality data
for model training.

Label Count
Not Related 524

Related 738

Table 8: Number of Samples for Each Label in a col-
lected dataset from user conversations.

Model Name F1-Score Precision Recall
ParsBERT (Farahani et al., 2021a) 95.26 96.80 93.86

distil-bert multilingual 94.78 93.48 96.19
bert (Devlin et al., 2018) 91.86 96.23 88.68

XLM-Roberta-base (Conneau et al., 2019) 92.70 93.97 91.56
bart-base (Lewis et al., 2019) 81.78 88.37 76.45

DeBERTA-base 84.59 87.16 82.37
BART-large 81.49 83.24 80.08

electra-base (Clark et al., 2020) 67.55 79.92 62.63
xlnet-base (Yang et al., 2019) 50.11 33.71 97.82

XLM-Roberta-large 18.88 11.72 65.81

Table 9: Performance of Evaluated Models on the Col-
lected Dataset.

D Stress Detection

4.1 Dataset Description

The dataset used for stress detection was con-
structed using text-based social media articles from
Reddit and Twitter, as described in the paper titled
"Stress Detection from Social Media Articles: New
Dataset Benchmark and Analytical Study". The
datasets are publicly available1.

Dataset Overview: We constructed four high-
quality datasets using text articles from Reddit and
Twitter. Each article is annotated with a binary
class label where:

1https://www.kaggle.com/datasets/mexwell/
stress-detection-from-social-media-articles

• 0: Stress Negative article

• 1: Stress Positive article

The annotation was performed using an automated
DNN-based strategy outlined in the aforemen-
tioned study.

The four datasets are described as follows:

• Reddit Title: Consists of titles from arti-
cles collected from both stress and non-stress-
related subreddits on Reddit.

• Reddit Combi: Combines the title and body
text from articles collected from both stress
and non-stress-related subreddits on Reddit
into a single text sequence.

• Twitter Full: Contains stress and non-stress-
related tweets collected from Twitter.

• Twitter Non-Advert: A denoised version of
the Twitter Full dataset, excluding advertising
content.

4.2 Model Architecture

We employed a sequential neural network model to
detect social media text stress. The architecture of
the model is as follows:

• Embedding Layer: The embedding layer is
initialized with 40-dimensional word vectors
and a maximum input sequence length of 20
tokens. This layer contains 160,000 parame-
ters.

• Bidirectional LSTM Layer: A Bidirectional
Long Short-Term Memory (LSTM) layer with
100 units in each direction, yielding an output
of 200 units. This layer consists of 112,800
parameters.

• Dropout Layer: A dropout layer is added
to reduce overfitting by randomly dropping
neurons during training with a dropout rate of
50%.

• Dense Output Layer: A fully connected
dense layer with a sigmoid activation func-
tion is used for binary classification (stress vs
non-stress), adding 201 trainable parameters.

The model has a total of 273,001 trainable pa-
rameters and achieves an accuracy of 98% on the
test set, as summarized in Table 10.
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Class Precision Recall F1-Score
0 (Non-Stress) 0.96 0.99 0.97

1 (Stress) 0.99 0.96 0.98
Accuracy 0.98

Table 10: Model Performance on Stress Detection Task.

The macro and weighted averages for precision,
recall, and F1-score are consistently high, indicat-
ing robust performance across both stress and non-
stress classes.
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Abstract

We introduce the new concept of an Arabic
Derivational Chain Bank (CHAINBANK) to
leverage the relationship between form and
meaning in modeling Arabic derivational mor-
phology. We constructed a knowledge graph
network of abstract patterns and their deriva-
tional relations, and aligned it with the lemmas
of the CAMELMORPH morphological analyzer
database. This process produced chains of de-
rived words’ lemmas linked to their correspond-
ing lemma bases through derivational relations,
encompassing 23,333 derivational connections.
The CHAINBANK is publicly available.1

1 Introduction

Lexical resources are essential for improving the
accuracy of language processing and pedagogical
applications, as they enhance computational sys-
tems’ ability to grasp the nuanced meanings and
contextual variations of human language. Despite
significant efforts, the Arabic language still lacks
tools that focus on its compositional morphological
structure and semantic connections. Derivational
modeling offers a computational framework to cap-
ture the interplay between word form and meaning,
clarifying Arabic’s complex derivational pathways
and resolving its structural ambiguities.

Arabic derivational morphology is fundamen-
tally tied to its templatic system, where roots and
patterns provide different types of semantic abstrac-
tions to express multiple meanings (Gadalla, 2000;
Holes, 2004; Habash, 2010). The process of de-
riving words from roots is not consistent, leading
to challenges that hinder the understanding of the
meanings of derived words and pose significant
obstacles for derivational modeling. For instance,
a single pattern can convey different derivational
meanings, resulting in ambiguity among derived
words that share the same root. As an example,

1https://github.com/CAMeL-Lab/ArabicChainBank

the masdar/verbal noun PY�ÖÏ @ and the descriptive

adjective �éîD. ��ÖÏ @ �é 	®�Ë@ may share the same pattern

1a2A3, e.g. XA�k HaSAd2 ‘harvest’ and the adjec-

tive 	àAJ.k. jabAn ‘coward’. Likewise, Homographs
can be derived from the same base to convey dis-
tinct meanings; consequently, each word possesses
a different set of derivatives. For example, each of
the two senses of the verb iÊ 	̄ falaH ‘to succeed’

and ‘to farm’ has its own masdar: hC 	̄ falAH ‘suc-

cess’ and �ékC 	̄ filAHah̄ ‘farming’. Another crucial
behavior is the meaning shift of some derivatives
from the original abstract meaning of the root, e.g.,�éJ. �
�J»katiybah̄ ‘battalion’ is ultimately derived from

the root H. . �H.¼ k.t.b ‘writing-related’.
Interpreting the behavior of derived words in

the Arabic language, along with the deviations
from derivational rules, necessitates a robust or-
ganization of derivatives within a framework capa-
ble of tracing the various paths of derivation and
managing the resulting ambiguities. The objec-
tive of this study is to define the new concept of
the Arabic Derivational Chain Bank (henceforth,
CHAINBANK), which serves as the first represen-
tation of the Arabic derivational structure. The
CHAINBANK presents connected chains that illus-
trate the path of each derived word and the relation
between connected words by providing their deriva-
tional meanings. To construct the CHAINBANK,
we employed a knowledge graph structure to build
a network of abstract patterns, along with a clas-
sification model to align this network with lexical
database of the Arabic morphological analyzer the
CAMELMORPH (Khairallah et al., 2024a) based on
selected features. The CHAINBANK is a morpho-
logical model that exploits Arabic’s compositional
morphological and semantic features while accom-
modating ad hoc exceptions.

2Habash et al. (2007)’s Arabic transliteration scheme.
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2 Related Work

Computational Derivational Morphology Sev-
eral studies have modeled derivational morphol-
ogy using a range of techniques. Habash and Dorr
(2003) clustered categorial variations of English
lexemes to develop the CATVAR resource. Sim-
ilarly, Zeller et al. (2013) created DERIVBASE,
a derivational resource for German, using a rule-
based framework to induce derivational families
(i.e., clusters of lemmas in derivational relation-
ships). Hathout and Namer (2014) developed Dé-
monette by integrating two lexical resources and ap-
plying rules to link words to their bases while con-
sidering their semantic types. Following Zeller’s
approach, Vodolazsky (2020) and Šnajder (2014)
constructed derivational models for Russian and
Croatian, respectively. Kanuparthi et al. (2012) in-
troduced a derivational morphological analyzer for
Hindi built on a mapping from an inflectional ana-
lyzer. Cotterell et al. (2017) argued for a paradig-
matic treatment of derivational morphology and
used sequence-to-sequence models to learn map-
pings from fixed paradigm slots to their correspond-
ing derived forms. Hofmann et al. (2020) proposed
a graph auto-encoder that learns embeddings cap-
turing information about the compatibility of af-
fixes and stems in derivation.

Arabic Computational Morphology Research
on Arabic computational morphology has primar-
ily focused on inflectional modeling (Kiraz, 1994;
Beesley, 1998; Al-Sughaiyer and Al-Kharashi,
2004; Habash and Rambow, 2006; Taji et al., 2018).
This focus has led to the development of various
models for morphological analysis, generation, and
disambiguation. Habash et al. (2012) introduced
MADA, a tool designed to analyze and disam-
biguate Arabic morphology in context. Pasha et al.
(2014) developed MADAMIRA, which identifies
the morphological features of a word and ranks
analysis results based on their compatibility with
the model’s predictions. More recently, tools such
as CALIMA-Star (Taji et al., 2018) and CAMEL-
MORPH (Habash et al., 2022; Khairallah et al.,
2024b,a) have emerged as advanced morphological
analyzers and generators, with a wide range of fea-
tures. A few efforts have incorporated derivational
features to enhance their models. For instance,
the morphological analyzer Al Khalil Morph sys-
tem (Boudlal et al., 2010; Boudchiche et al., 2017)
utilizes a database categorized into derived and
non-derived classes based on root, vocalized, and

unvocalized patterns. Additionaly, Zaghouani et al.
(2016) conducted a pilot study aimed at represent-
ing the derivational structure of roots and patterns
while addressing the multiple senses associated
with a single pattern. However, none of these stud-
ies developed a comprehensive model focused ex-
tensively on derivational morphology.

Inspired by the efforts on systematic treatment
of derivational morphology in other languages, we
propose a model that captures the complexity and
elegance of the Arabic derivational system.

3 Arabic Derivational Morphology Terms

In Arabic templatic morphology, discontinuous
consonantal morphemes, roots, interconnect with
different patterns of vowels and consonants to con-
struct different meanings. Each root has a gen-
eral semantic meaning and each pattern is associ-
ated with a certain canonical meaning. The set
of words sharing the same root, a derivational
family, are organizable as a derivational network
connecting hierarchically up to a (typically) single
base word. Derived words can be either canonical,
where the word’s meaning matches its pattern’s
meaning, or non-canonical, where an ad hoc de-
viation of regular form occurs. For example the
two words H. Qå 	� Darb ‘hitting’, and �ÖÞ�� šams
‘sun’, share the same pattern 1a23, whose canon-
ical meaning is the masdar, matching the former
(canonical) but not the latter (non-canonical). De-
rived words can also be formed with derivational
affixes, e.g., the suffix ø
 + +iy∼ ( �éJ.� 	�Ë @ Z AK
 Attribu-

tive yA’) appends to the base ÕÎ« ςilm ‘science’

to produce the attributive adjectives ù
 ÒÊ« ςilmiy∼
‘scientific’. Verbs are divided into unaugmented,
which are composed of roots and vocalism-only
patterns, and augmented, which are derived from
unaugmented verbs by geminating, lengthening of
vowels, prefixation or infixation (Gadalla, 2000).
Nouns are categorized into primary nouns, which
are directly derived from roots (Gadalla, 2000), and
derived nouns, which originate from verbs and en-
compass derivational classes such as verbal nouns
(masdar), nouns of location, etc. In some cases,
derived words involve shifting the meaning to a
contextually unrelated interpretation of their base
form, i.e., semantic specification. For instance,
the noun H. ñ�JºÓ maktuwb ‘letter/message’ is de-

rived from the passive participle H. ñ�JºÓ maktuwb
‘written".
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4 The CHAINBANK Framework

The role of the Arabic derivational CHAINBANK is
to systematically link all derivatives belonging to
the same derivational family in a sequential man-
ner (chain), starting from the root and progressing
through each derived form. This chain establishes
a clear relationship between each derivative and its
base, clarifying the morphological processes that
generate new words. By organizing derivatives in
this structured form, the derivational chain high-
lights the hierarchical and interdependent nature of
word formation, providing insights into how base
forms evolve into more complex derivatives while
preserving their semantic and grammatical connec-
tions.

We represent the CHAINBANK as a dynamic
tree-structured knowledge graph starting with the
root. Each node in this graph corresponds to a
derived word and includes its morphosemantic at-
tributes, such as pattern, part-of-speech, functional
features, and lexical meaning. The connections
between pairs of nodes denote the derivational re-
lationships of each child node to its base parent.

To create the CHAINBANK, we developed an
extensive network that represents the organization
of abstract patterns, such as É �ª�	̄ CaCaC/1a2a3 and

ÉJ
ª�
�	̄ CaCiyC/1a2iy3, and integrated this network

with the CAMELMORPH lexical database. This
combination forms a large-scale network connect-
ing Arabic words through their derivational rela-
tionships. The process includes two levels:

• The abstract level focuses on the abstract
patterns designed to represent various deriva-
tives.

• The concrete level is where abstract patterns
are linked to lemmas to produce derived words
along with their derivational meanings.

4.1 The Abstract Level
The network we developed covers all potential con-
nections between roots and their derived patterns in
a tree structure. The roots are positioned at the apex
of the tree, followed by unaugmented verbs, and
subsequently the augmented verbs along with the
nominal derivatives. This network is meticulously
organized to display all conceivable connections
between patterns, even if certain connections may
not be attested but remain theoretically plausible.

Constructing the Abstract Network First, we
classified all patterns according to their morphose-

mantic characteristics. Appendix A (Table 2)
presents examples of the adopted classification of
the patterns selected in this study.

Next, we devised a scheme to incorporate the
derivational features of these patterns into the net-
work. The construction of the network involved the
establishment of three tables to represent the source
and target nodes, along with their relationships.

1. The Canonical Table We manually con-
structed a table that covers trilateral and
quadrilateral verbs in their unaugmented and
augmented forms as well as all their derived
nominal patterns. We present examples of
the Canonical Table entries in Appendix C:
Table 4 focuses on forms connected to the
triliteral unaugmented verbs (Form I, Éª 	̄ Ca-
CaC/1a2a3), and Table 5 includes the rest.

2. The Affixational Table To model affixational
derivatives, we automatically generate new en-
tries combining Canonical Table entries with
specific derivational affixes. For instance, the
Canonical Table pattern 1i23 is extended to
1i23+iy∼ to allows us to model the example
ù
 ÒÊ« ςilmiy∼ ‘scientific’ from ÕÎ« ςilm ‘sci-

ence’ discussed in Section 3.

3. The Semantic Specification Table To model
derivations that involve a semantic specifica-
tion shift without a change in the main ab-
stract pattern, we automatically generate en-
tries from the Canonical and Affixational Ta-
bles, under a set of manually specified con-
straints. A major type of such entries involves
(but not only) a change in part-of-speech; and
in some cases, it may use an inflected form
such as the feminine singular or broken plu-
ral. For instance, the derivation ma12uw3+ah̄
(noun) from ma12uw3 (adjective) allows us
to model the derivation of �éÓñÊªÓ maςluwmah̄
‘a piece of information (noun)’ from the femi-
nine form of ÐñÊªÓ maςluwm ‘known (adj)’.

The final Abstract Network is built as a combina-
tion of the above-mentioned tables in one relational
database to allow for efficient access to the chains
of connected patterns, all their features, and their
derivational relations.

4.2 The Concrete Level
Next we discuss aligning the CAMELMORPH

database lemmas with the abstract network to cre-
ate the CHAINBANK.
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ROOT
b.d.ς ب.د.ع

VERB_I
badaς بدََع
innovate

N_VERB_I
bad.ς بدَْع

innovation

N_VERB_I
bid.ς بدِْع
novelty

N_VERB_I
bid.ςaħ بدِْعَة

heresy

N_VERB_I
badiyς بدَِیع
wonderful

ATTR_ADJ
~badiyςiy بدَِیعِيّ

rhetorical

VERB_II
bad~aς بدََّع

excel

VERB_IV
Âab.daς أبَْدَع
be creative

N_VERB_IV
Ǎib.daAς إبِْدَاع

creativity

ATTR_ADJ
~Ǎib.daAςiy إبِْدَاعِيّ

creative

VERB_VIII
Aib.tadaς ٱبِْتدََع

contrive

N_VERB_VIII
Aib.tidaAς ٱبِْتدَِاع

innovation

VERB_X
Ais.tab.daς ٱسِْتبَْدَع

find extraordinary

Figure 1: An example of a collection of derivative chains from one root. Highlighted is a chain that links a number
of lemmas in derivational progression: the root ¨.X.H. b.d.ς ‘innovation related’ ⇒ the verb ¨ �Y�K. badaς ‘to innovate’

⇒ the verb ¨ �Y�K.


@ Âb.daς ‘to be creative’ ⇒ the noun ¨@ �Y�K. @
� ǍibdaAς ‘creativity’ ⇒ the adjective �ú
«� @

�Y�K. @
� ǍibdaAςiy∼
‘creative’.

For each collection of lemmas from the same
root, a derivational family, we recursively construct
a tree starting with the root. We only add children
(derived lemmas) to parents (derivational bases or
the root) in the tree if they match an allowable
abstract network pair in terms of all linguistic at-
tributes of child and parent.3 If a lemma could
be paired with different parents or with the same
parent but with different relations we duplicate the
child lemma and assign it as many times as needed.
We continue to assign children to parents until we
exhaust all possible pairings. The result is ideally
a fully connected tree (knowledge graph) starting
with the root of the derivational family and includ-
ing chains that link it to every lemma in the family.
In addition to the lemmas, the nodes of the tree
include key linguistic attributes such as the part-
of-speech and derivational class. Figure 1 is an
example from the CHAINBANK.

In some cases, we may end up with disconnected
subtrees due to a lack of allowed pairings in the
abstract network. This may be the result of patterns
that are disused with some roots.4

3In some cases, we require an inflectional process as an
intermediary stage to produce a new derivation pattern, e.g.,
deriving a lemma pattern from the plural form of its base
lemma: the attributive adjective ø
 XðYg Huduwdiy∼ ‘border-

ing’ is derived from the plural form of Yg Had∼ ‘border’

(XðYg Huduwd ‘borders’).
4A solution to consider in the future is to force attach such

disconnected subtrees to the root with an Unknown relation.

5 Evaluation

5.1 Experimental Setup

Gold Chains We manually constructed a set of
100 CHAINBANK trees correspondign to 100 ran-
domly selected roots from CAMELMORPH. To
speed up the process, we started with automati-
cally generated trees using an earlier version of our
approach, and manually corrected them.

Data Splits We split our 100 CHAINBANK trees
into two sets: Dev (25 roots) and Test (75 roots).
We used the Dev set to help debug and improve the
tables we created for the abstract network and opti-
mize our algorithm. The Test is used for reporting
on the final implementation.

Metrics we report on the following metrics.

• Detected Relations (%) is the percentage of
all Gold Chain lemmas we detected automati-
cally.

• Single Relation Correct (%) is the percent-
age of all Gold Chain detected relations that
unambiguous and correct.

• Multiple Relation Correct (%) is the percent-
age of all Gold Chain detected relations that
ambiguous and but with one correct answer.

• No Correct Relations (%) is the percentage of
remaining detected relations.
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Assessment 1: Dev Assessment 2: Test All
Roots 25 75 4,924
Lemmas 566 1,608 34,453
Detected Relations 496 (87.63%) 1,147 (71.33%) 23,333 (67.72%)
Single Relation Correct 450 (90.73%) 1,058 (92.24%)
Multiple Relation Correct 45 (9.07%) 76 (6.63%)
No Correct Relation 1 (0.20%) 13 (1.13%)

Table 1: Results of constructing the relational derivational CHAINBANK using the CAMELMORPH database, on
development (Dev) and test subsets of the roots, and on all roots.

5.2 Results and Discussion

The results on Dev show a high degree of detected
relations, but not perfect (∼88%), with over 90%
single relation correct. The Test is lower in terms
of detected relations (∼71%), but a higher single
relation correct (92%). Multiple relations, account-
ing for ∼6-9% of the cases in Dev and Test, occur
due to shared patterns across different derivational
classes. Missing relations stem from three main
factors: (i) the relational data lacks primary nouns
and other nominal lemmas, which require specific
paths in the CHAINBANKs; (ii) CAMELMORPH’s
database wasn’t designed for derivational mod-
eling, resulting in incomplete lemma groups for
some roots and chain disconnections; or (iii) the
relational database needs expansion with new non-
canonical patterns. Additionally, the system could
be improved by adding features and techniques to
resolve ambiguities during evaluation.

All results are presented in Table 1.

5.3 CHAINBANK v1.0

We further applied our system on 4,926 roots from
CAMELMORPH and their lemmas, which resulted
in 23,333 relations (∼68% detected relations), con-
stituting the first version of the CHAINBANK. We
plan to manually correct and further annotate addi-
tional entries in the future. The Arabic Derivational
CHAINBANK v1.0 is publicly available to support
further Arabic NLP research.5

6 Conclusion and Future Work

We introduced the Arabic Derivational CHAIN-
BANK framework for modeling Arabic derivational
morphology. The evaluation of our rule-based
method to populate the CHAINBANK shows great
promise. The first edition of the CHAINBANK and
its framework are publicly available.

5https://github.com/CAMeL-Lab/ArabicChainBank

Future work will continue to expand the abstract
network to include missing patterns, including non-
canonical patterns, and to develop advanced disam-
biguation techniques to further enhance the CHAIN-
BANK. This work should happen in tandem with
improving the coverage of CAMELMORPH in terms
of lemmas and their features. Our long term vision
is to include dialectal lemmas in a manner that
shows their connections with each other and with
Standard Arabic lemmas.

7 Limitations

We acknowledge several limitations of the work
as presented. First, the reliance on a rule-based
methodology, although efficient, may overlook nu-
ances that a more comprehensive manual anno-
tation process could capture. This could lead to
the omission of certain derivational patterns and
relations. Second, the alignment with the CAMEL-
MORPH morphological analyzer, though benefi-
cial for broad coverage, may have resulted in in-
complete or fragmented derivational chains due to
the database’s current structure, which was not de-
signed for derivational modeling. Third, the dataset
predominantly covers canonical derivational pat-
terns, with non-canonical patterns remaining un-
derrepresented, potentially limiting the CHAIN-
BANK’s applicability to broader linguistic phenom-
ena. Lastly, the work focuses on Standard Arabic
and does not cover any of its major dialects. Future
work will address these limitations to enhance the
framework’s completeness and accuracy.
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A CHAINBANK Derivational Classes

ChainBank Derivational Classes POS Morphosemantic Feature
Example

Pattern Arabic Gloss

Event

Entity

Consistency

Changeability

(1) Masdar Noun ta1a2~u3,.. learning
(2) M+Masdar Noun ma1o2a3 hearing
(3) Noun of Masdar Noun ta1A2u3+iy~ap interaction
(4) Masdar+iy~a Noun 1a2iy3+ap loot
(5) Noun Noun 1a2a3 mountain
(6) Noun of Location Noun ma1o2a3 exit
(7) Noun of Instrument Noun mi1o2a3 chisel
(8) Noun of Instance Noun 1a2o3+ap meal
(9) Semantic Specification Noun ma1o2uw3+ap information

(10) Descriptive ِِAdjective Adj 1a2uw3,.... shy
(11) Comparative Adjective Adj >a1o2a3 wiser
(12) Attributive Adjective Adj 1a2a3+iy~, .... practical 
(13) Active Participle Adj 1A2i3, ... eater
(14) Passive Participle Adj ma1o2uw3,... being heard
(15) Noun of Exaggeration Adj 1a2iy3, ... drunkard
(16) Form_I Verb Basic root meaning (T/I) 1a2a3 to eat
(17) Form_I Verb Stative(T/I) 1a2i3 to hear
(18) Form_I Verb Attributing an adjective (I) 1a2u3 to be beautiful
(19) Form_II Verb Transitivity (T/I) 1a2~a3 to stregnthen
(20) Form_III Verb Reciprocality (T/I) 1A2a3 to memorize
(21) Form_IV Verb Causative/Factitive (T/I) >a1o2a3 to get out
(22) Form_V Verb Intransitivity/ Compliance (T/I) ta1a2~a3 to learn
(23) Form_VI Verb Reciprocal /Compliance (T/I) ta1A2a3 to interact
(24) Form_VII Verb Intransitivity/ Compliance  (I) {in1a2a3 to be attracted 
(25) Form_VIII Verb Reciprocality/Intensivity(T/I) {i1ota2a3 to gain
(26) Form_IX Verb Colors / Defects (T/I) {i1o2a3~ to get red
(27) Form_X Verb Doing an action(T/I) {isota1o2a3 to extract
(28) QUAD_Form_I Verb Doing an action (T/I) 1a2o3a4 to decorate
(29) QUAD_Form_II Verb Intensivity(I) {i1o2a3a4~ to reassure 
(30) QUAD_Form_III Verb Intransitivity/ Compliance (I) ta1a2o3a4 to retreat

  تعلُّم  المصدر
  مسمع  المصدر     المیمي

  تفاعلیة  اسم     المصدر
  غنیمة  المصدر     الصناعي

  جبل  اسم     جنس
  مخرَج  اسم     المكان

  منحت  /مِفعال     ومِفعلة  اسم     الآلة
  أكلة  اسم     المرة

  معلومة  التخصیص     الدلالي
  خجول  الصفة     المشبھة

   أعقل  اسم     التفضیل
  عمليّ  اسم     النسبة

  آكل  اسم     الفاعل
  مسموع  اسم     المفعول

  شریب  اسم     المبالغة
   أكل     فعََل   
  شرِب     فعِل   
  حسُن     فعُل   

ى  فعََّل   قوِّ
  ذاكر     فاعَل   
  أخرج     أفعَل   

  تعلمّ     تفعَّل   
  تفاعل     تفاعل   
  انجذب     انفعل   
  اغتنم     افتعل   

   احمرّ     افعلّ   
  استخرج     استفعل   

  زخرف     فعلل   
  اطمأن     افعللّ   
  تقھقر     تفعلل   

  حدث

  الذات

  ثبوت

  تجدد

Table 2: CHAINBANK Derivational Classes: an overview of Arabic Morphosemantic patterns with examples. (T/I)
refers to transitive & intransitive
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B CHAINBANK Tags

ID TAG Derivational Class POS LOCATION

1 ROOT Triconsonantal Root ROOT Canonical_TABLE

2 V_I Verb:form I VERB Canonical_TABLE

3 V_* Verb:form * VERB Canonical_TABLE

4 QUAD_V_I Quadriliteral Verb VERB Canonical_TABLE

5 QUAD_V_* Quadriliteral Verb VERB Canonical_TABLE

6 N_VERB_I Masdar:I NOUN Canonical_TABLE

7 N_VERB_* Masdar:* NOUN Canonical_TABLE

8 N_QUAD_VERB_I Quadriliteral Masdar:I NOUN Canonical_TABLE

9 N_QUAD_VERB_* Quadriliteral Masdar:* NOUN Canonical_TABLE

10 N_LOC Noun of Location NOUN Canonical_TABLE

11 N_INSTR Noun of Instrument NOUN Canonical_TABLE

12 N_MANN Noun of Manner NOUN Canonical_TABLE

13 N_INST Noun of Instance NOUN Canonical_TABLE

14 M_MAS M+Masdar NOUN Canonical_TABLE

15 COMP_ADJ Comparative Adjective ADJ Canonical_TABLE

16 N_EXAG Noun of Exaggeration ADJ Canonical_TABLE

17 ACT_PRTC Active Participle ADJ Canonical_TABLE

18 PASS_PRTC Passive Participle ADJ Canonical_TABLE

19 DES_ADJ Descriptive Adjective ADJ Canonical_TABLE

20 QUAD_ACT_PRTC Quadriliteral Active Participle ADJ Canonical_TABLE

21 QUAD_PASS_PRTC Quadriliteral Passive Participle ADJ Canonical_TABLE

22 QUAD_ACT_PRTC Quadriliteral Active Participle ADJ Canonical_TABLE

23 QUAD_PASS_PRTC Quadriliteral Passive Participle ADJ Canonical_TABLE

24 ADJ_ATTR Attributive Adjective ADJ Affixation_TABLE

25 MAS_iy~a Masdar+iy~a NOUN Affixation_TABLE

26 SEM_SPECS Semantic Specification NOUN Semantic_Specs_TABLE

Table 3: Derivational Classes in the Arabic CHAINBANK, showing ID, tag, class, POS, and location of each form
within the derivational network.
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C CHAINBANK Canonical Tables

PARENT:PATTERN PARENT_POS CHILD_DER_CAT CHILD:PATTERN CHILD_POS CHILD_EXAMPLE

None NONE ROOT ROOT ROOT " "

ROOT ROOT VERB_I V_I:1a2a3 VERB

V_I:1a2a3 VERB PASS_PRTC PASS_PRTC:ma1o2uw3 ADJ

V_I:1a2a3 VERB N_LOC N_LOC:ma1o2i3+ap NOUN

V_I:1a2a3 VERB N_LOC N_LOC:ma1o2i3 NOUN

V_I:1a2a3 VERB N_LOC N_LOC:ma1o2a3+ap NOUN

V_I:1a2a3 VERB N_INSTR N_INSTR:mi1o2a3 NOUN

V_I:1a2a3 VERB N_INSTR N_INSTR:1a2~A3+ap NOUN

V_I:1a2a3 VERB N_INST N_INST:1a2o3+ap NOUN

ACT_PRTC:1A2i3 ADJ N_EXAG N_EXAG:1a2iy3 ADJ

ACT_PRTC:1A2i3 ADJ N_EXAG N_EXAG:1a2~A3 ADJ

V_I:1a2a3 VERB N_VERB_I MASDAR:1u2uw3+ap NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1u2uw3 NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1u2o3An NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1i2A3+ap NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1i2A3 NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1a2uw3 NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1a2o3aY NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1a2o3 NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1a2iy3 NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1a2A3+ap NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1a2a3 NOUN

V_I:1a2a3 VERB N_VERB_I MASDAR:1a2A3 NOUN

V_I:1a2a3 VERB MASDAR_M MASDAR_M:ma1o2i3+ap NOUN

V_I:1a2a3 VERB MASDAR_M MASDAR_M:ma1o2a3 NOUN

V_I:1a2a3 VERB MASDAR_M MASDAR_M:ma1iy3 NOUN

V_I:1a2a3 VERB MASDAR_M MASDAR_M:ma1a3o3+ap NOUN

V_I:1a2a3 VERB MASDAR_M MASDAR_M:ma1A3 NOUN

V_I:1a2a3 VERB DES_ADJ ADJ:ma1o2uw3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ:1u2u3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ:1u2o3An ADJ

V_I:1a2a3 VERB DES_ADJ ADJ:1u2o3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ:1u2A3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ:1a2uw3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ:1a2iy3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ:1a2o3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ:1a2~i3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ_M:1a2o3An ADJ

V_I:1a2a3 VERB DES_ADJ ADJ_M:>a12a3 ADJ

V_I:1a2a3 VERB DES_ADJ ADJ_F:1a2O3aY ADJ

V_I:1a2a3 VERB DES_ADJ ADJ_F:1a23A' ADJ

ADJ:1a2uw3 ADJ COMP_ADJ ADJ_COMP_9 ADJ_COMP

ADJ:1a2iy3 ADJ COMP_ADJ ADJ_COMP_6 ADJ_COMP

  ك.ت.ب

  أكل

  مكتوب

   منطقة

  مجلس

  مكتبة

  مبرد

  سماعة

  ضربة

  حلیم

  علام

  برودة

  دخول

  غفران

  كتابة

  قیام

  قبول

  شكوى

  ضرب

  رحیل

  ضخامة

  طلب

  فساد

  معرفة

  مقتل

  مصیر

  مودة

  منام

  موفور

  صعب

  عریان

  حلو

  شجاع

  وقور

   عظیم

  ضخم

  طیب

  عطشان

  أسمر

  عطشى

  سمراء

  أخجل

  أرشق

Table 4: (Part I) A sample of entries from Canonical_I table: one of the fundamental tables in the CHAINBANK.
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PARENT:PATTERN PARENT_POS CHILD_DER_CAT CHILD:PATTERN CHILD_POS CHILD_EXAMPLE

ROOT VERB QUAD_VERB_I QUAD_V_I:1a2o3a4 VERB

V_I:1a2a3 VERB VERB_II V_II:1a2~a3 VERB

V_I:1a2i3 VERB VERB_II V_II:1a2~a3 VERB

V_I:1a2u3 VERB VERB_II V_II:1a2~a3 VERB

V_I:1a2a3 VERB VERB_III V_III:1A2a3 VERB

V_I:1a2a3 VERB VERB_IV V_IV:>a1o2a3 VERB

V_I:1a2i3 VERB VERB_IV V_IV:>a1o2a3 VERB

V_I:1a2i3 VERB VERB_VIII V_VIII:{i1ota2a3 VERB

V_I:1a2u3 VERB VERB_VIII V_VIII:{i1ota2a3 VERB

V_I:1a2a3 VERB VERB_VII V_VII:{ino1a2a3 VERB

V_I:1a2a3 VERB VERB_IX V_IX:{i1o2a3~ VERB

V_I:1a2a3 VERB VERB_X V_X:{isota1o2a3 VERB

V_II:1a2~a3 VERB N_VERB_II MASDAR:ti1o2A3 NOUN

V_II:1a2~a3 VERB N_VERB_II MASDAR:ta1o2iy3 NOUN

V_II:1a2~a3 VERB N_VERB_II MASDAR:ta1o2i3+ap NOUN

V_III:1A2a3 VERB N_VERB_III MASDAR:mu1A2a3+ap NOUN

V_III:1A2a3 VERB N_VERB_III MASDAR:1i2A3 NOUN

V_VI:ta1A2a3 VERB N_VERB_VI MASDAR:ta1A2u3 NOUN

V_VIII:{i1ota2a3 VERB N_VERB_VIII MASDAR:{i1oti2A3 NOUN

V_IX:{i1o2a3~ VERB N_VERB_IX MASDAR:{i1o2i3A3 NOUN

V_X:{isota1o2a3 VERB N_VERB_X MASDAR:{isoti1o2A3 NOUN

QUAD_V_I:1a2o3a4 VERB N_QUAD_VERB_I QUAD_MASDAR:1a2o3a4+ap NOUN

VERB N_QUAD_VERB_II QUAD_MASDAR:ta1a2o3u4 NOUN

V_III:1A2a3 VERB MASDAR_M MASDAR_M:mu1A2a3 NOUN

V_IV:>a1o2a3 VERB MASDAR_M MASDAR_M:ma1o2a3 NOUN

V_II:1a2~a3 VERB DES_ADJ ADJ:mu1a2~i3 ADJ

V_III:1A2a3 VERB DES_ADJ ADJ:mu1o2i3 ADJ

V_III:1A2a3 VERB DES_ADJ ADJ:mu1A2i3 ADJ

V_II:1a2~a3 VERB ACT_PRTC ACT_PRTC:mu1a2~i3 ADJ

V_III:1A2a3 VERB ACT_PRTC ACT_PRTC:mu1A2i3 ADJ

V_IV:>a1o2a3 VERB ACT_PRTC ACT_PRTC:mu1o2i3 ADJ

V_V:ta1a2~a3 VERB ACT_PRTC ACT_PRTC:muta1a2~i3 ADJ

V_VI:ta1A2a3 VERB ACT_PRTC ACT_PRTC:muta1A2i3 ADJ

V_VII:{ino1a2a3 VERB ACT_PRTC ACT_PRTC:muno1a2i3 ADJ

VERB ACT_PRTC QUAD_ACT_PRTC:mu1o2a3i4 ADJ

QUAD_V_I:1a2o3a4 VERB ACT_PRTC QUAD_ACT_PRTC:mu1a2o3i4 ADJ

V_II:1a2~a3 VERB PASS_PRTC PASS_PRTC:mu1a2~a3 ADJ

V_III:1A2a3 VERB PASS_PRTC PASS_PRTC:mu1A2a3 ADJ

V_IV:>a1o2a3 VERB PASS_PRTC PASS_PRTC:mu1o2a3 ADJ

V_V:ta1a2~a3 VERB PASS_PRTC PASS_PRTC:muta1a2~a3 ADJ

V_VI:ta1A2a4 VERB PASS_PRTC PASS_PRTC:muta1A2a3 ADJ

V_X:{isota1o2a3 VERB PASS_PRTC PASS_PRTC:musota1o2a3 ADJ

QUAD_V_II:ta1a2o3

QUAD_V_IV:{i1o2a3

  زخرف

  كس��ر

  كب�ر

  كب�ر

  سافر

  أوجد

  أخرج

  اخترق

  اختبر

  اندرج

  اخضر

  استحضر

  تكرار

  تكبیر

  تفرقة

  محاسبة

  حساب

  تحول

  اختراق

  اخضرار

  استحضار

  زخرفة

  تدھو�ر

  مفاعل

  محضر

  معمر

  مؤمن

  مغامر

  محطِ�م

  محاصِر

  مخبر

  متفھم

  متبادل

  مندرِج

  مطمئِن

  مزخرِف

  معط�ل

  محاص�ر

  مرغم

  متأسلم

  متآكل

  مستحض�ر

Table 5: (Part II) A sample of entries from Canonical_* table: one of the fundamental tables in the CHAINBANK.
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Abstract

In the digital era, sentiment analysis has be-
come an indispensable tool for understanding
public sentiments, optimizing market strategies,
and enhancing customer engagement across
diverse sectors. While significant advance-
ments have been made in sentiment analysis
for high-resource languages such as English,
French, etc. This study focuses on Arabic, a
low-resource language, to address its unique
challenges like morphological complexity, di-
verse dialects, and limited linguistic resources.
Existing works in Arabic sentiment analysis
have utilized deep learning architectures like
LSTM, BiLSTM, and CNN-LSTM, alongside
embedding techniques such as Word2Vec and
contextualized models like ARABERT. Build-
ing on this foundation, our research investi-
gates sentiment classification of Arabic tweets,
categorizing them as positive or negative, us-
ing embeddings derived from three large lan-
guage models (LLMs): Universal Sentence En-
coder (USE), XLM-RoBERTa base (XLM-R
base), and MiniLM-L12-v2. Experimental re-
sults demonstrate that incorporating emojis in
the dataset and using the MiniLM embeddings
yield an accuracy of 85.98%. In contrast, ex-
cluding emojis and using embeddings from the
XLM-R base resulted in a lower accuracy of
78.98%. These findings highlight the impact
of both dataset composition and embedding
techniques on Arabic sentiment analysis perfor-
mance.

1 Introduction

During a time when digitalization is at its peak and
platforms like Twitter (Heikal et al., 2018) are a
crucial source of information for many as it is a
platforms where public opinions are expressed in
real-time in its most raw form, be it thoughts, opin-
ions, personal experiences, etc. In today’s world
“tweets" are playing a vital role for both govern-
ments and organizations when it comes to under-
standing the social sentiment for them to make

informed decisions it has become a critical require-
ment for models that can analyze and interpret sen-
timent from textual data. The primary objective of
sentiment analysis is to study the emotional tone
of textual data which is directly related to the for-
mation of public opinion towards various services,
products, brands, socio-political topics, etc. to un-
derstand the collective attitude towards a certain
someone or something. The relevance or require-
ment of sentiment analysis is evident and has been
of great help for organizations that treat public opin-
ion with utmost importance.

Sentiment analysis is the computational study
of people’s opinions, attitudes and emotions to-
ward entities, individuals, issues, events or topics
(Heikal et al., 2018). Recently, deep learning has
shown great success in the field of sentiment analy-
sis but there lies a demand of accurate analysis of
emotions when it comes to non–English languages,
particularly Arabic because there’s an immense
amount of dialectal variation, lack of resources,
polysemous words, other mixed languages, context
etc. which increase the complexity of the data mak-
ing difficult for models to parse or interpret data.
Given as one of the most widely spoken languages
globally there’s a significant need of high-quality
NLP models. NLP has undergone various changes
during the development of various large language
models (LLMs) such as GPT, T5, BERT etc. These
models are based on deep learning methods and
utilising various datasets these models have pre-
sented the world with advanced performance across
numerous languages and NLP tasks.

The core objective of this paper is to work with
and understand the sentiment analysis system for
Arabic tweets by focusing on fine tuning models
and NLP methods through various datasets, Arabic
a language which is spoken by over 400 million
people worldwide is know for its linguistic richness,
complexity and deep historical roots, the project
aims to classify the tweets into two categories posi-
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tive and negative, the system shall provide insights
into the community views and collective viewpoint
of the public, also this system can be utilized on var-
ious ends like e-commerce websites, political anal-
ysis, PR etc. the project will be addressing various
challenges like complex linguistics, dealing with
dialects, tokenization, to maximize the training pro-
cess various models such as MiniLM (Aperdannier
et al., 2024), XLM-R (Barbieri et al., 2021), USE
(Saka and Cömert, 2024) is implemented. This pa-
per will contribute to the advancement of sentiment
analysis in Arabic which will bridge the language
gap and eventually contribute to facilitating better
and deeper decision-making in various domains
that rely on Arabic text data.

2 Related work

As per (Al Sallab et al., 2015), several deep learn-
ing techniques are used to classify Arabic text such
as Deep Neural Networks (DNN), Deep Belief Net-
works (DBN), Deep Auto-Encoders (DAE), and
Recursive Auto-Encoders (RAE). Among all the
architectures, Recursive Auto-Encoder proved to
be the most effective as it could capture the context
and sentence structure, addressing the shortcom-
ings of the Bag-of-Words method used in the other
models and giving an accuracy of 74.3%. As men-
tioned in (Duwairi et al., 2014), focused on creating
a framework to classify Arabic tweets as positive,
negative, or neutral. To address challenges like di-
alect variations, Arabizi (Arabic written in Roman
characters), and the informal nature of tweets. A
crowd-sourcing approach was used to collect and
label a large dataset of tweets, with over 350,000
collected and 25,000 labeled for training. After ap-
plying preprocessing techniques such as tokeniza-
tion, stopword removal, and stemming, they tested
three classifiers: Naïve Bayes, k-nearest neighbors,
and Support Vector Machines. Naïve Bayes per-
formed the best, achieving an accuracy of 76.78.
Limitations in the dialect dictionary and the dataset
size impacted the overall accuracy in this research.

In (Al-Ayyoub et al., 2015), the authors present
a framework that classifies Arabic tweets using a
lexicon-based approach (Palanisamy et al., 2013).
They constructed a sentiment lexicon consisting
of over 120.000 Arabic terms and built a senti-
ment analysis tool that classifies tweets as posi-
tive, negative, or neutral. The tool was compared
with a keyword-based approach and outperformed
it, achieving an overall accuracy of 86.89. The

accuracy for positive tweets was 96, for negative
tweets 85.67, and neutral tweets 79.3. The work
mentioned in (Heikal et al., 2018) designed an en-
semble of CNN and LSTM to predict the sentiment
of Arabic Tweets. Herein, the AraVec model has
been used, primarily developed for Arabic with an
F1 score of 64.46, the model demonstrated that
the ensemble of CNN and LSTM works better and
provides greater results. In (Abdul-Mageed et al.,
2014) they have worked by using the SAMAR sys-
tem which operates in a two-stage classification
process. By combining features such as novel tech-
niques and polarity lexicons, sentiment classifica-
tion achieves an accuracy of 65.32.

3 System Architecture

3.1 Dataset

The dataset has been obtained from Kaggle1 which
is available by the name of “Arabic Sentiment Twit-
ter Corpus". The number of instances present in
the dataset is 56795, out of which 28513 tweets
are labeled as positive and 28282 are labeled as
negative, and its size is 5.9 MB. The coverage of
the dataset began on 31st March 2019 and went on
till 29th April 2019. The frequency of most used
words in the tweets labeled as negative is visible
in Figure 2, whereas the frequency of most used
words in the tweets which have been labeled as pos-
itive can be seen in Figure 3 and the most frequent
word in the overall dataset is represented in Figure
1. Many tweets in the dataset include emojis that
intensify the sentiment removing or ignoring these
could lead to a loss of sentiment context Figure
4, several tweets in the dataset show instances of
mix-code or code switch where Twitter users have
used a mix of both Arabic and English words, the
dataset also includes informal writing styles.

3.2 Data Preprocessing

During this phase, first, the dataset was combined
and shuffled, as the positive and negative datasets
were initially separated. The next step involved
cleaning the data and reducing noise. The primary
goal of this phase was to help pre trained models
generate better embeddings, enabling classifiers
to give more accurate results. The steps included
removing unwanted characters such as punctua-
tion, special characters, dates, and times. Then, the
tweets were tokenized, followed by the removal of

1https://www.kaggle.com/datasets/mksaad/arabic-
sentiment-twitter-corpus?resource=download
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Figure 1: Frequency of Arabic words in the dataset

Figure 2: Frequency of Arabic words in the tweets labeled as negative

stopwords, and finally, the words were joined into
a single string. Emojis were retained in the dataset
to preserve the sentiment of the tweets. An excerpt
of the preprocessed dataset is visible in Figure 4.

3.3 Model Training

Three models were used for the primary purpose
of generating embeddings, one of the models used
is MiniLM-L12-v2, this model uses transformer
architecture similar to BERT the input is tokenized
and passed through multiple transformer layers the
final output is a 384-dimensional embedding vector
for the entire input, it can also incorporate emojis
as meaningful tokens it assigns embeddings based
on how emojis co-occur with words and sentences

in the training data. The other model which is
used is USE, the transformer version is similar to
other transformer models i.e. the text is tokenised
and passed through different layers Each token’s
position and context are considered to create a 512-
dimensional output vector that represents the entire
input’s semantics, emojis are included as part of
the input sequence and are treated as tokens. Their
embeddings are determined by their role in the
text, similar to words. The third and final model
which was incorporated is a multilingual version of
RoBERTa, XLM-R trained in over 100 languages it
shares the architecture of BERT with improvements
in training techniques and larger-scale training data,
the input text is processed by using a subword tok-
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Figure 3: Frequency of Arabic words in the tweets labeled as positive

Figure 4: Excerpt from the preprocessed dataset

enizer that works by splitting the words into smaller
and meaningful units, each token passes through
a series of transformer layers like the other trans-
former models, final sentence embedding is gener-
ated by taking the mean of the token embeddings
from the last transformer layer this pooling step
summarizes the sentence’s semantic content into
a single vector, the model’s attention mechanism
captures how emojis relate to surrounding text, as-
signing appropriate semantic weights to them.

3.4 Classification

In this study, five different classifiers were em-
ployed to predict the correct label for a given in-
put data: Logistic Regression, Support Vector Ma-
chine (SVM), Random Forest, Decision Tree, and
K-Nearest Neighbors (KNN). Logistic Regression,
a simple yet effective model, estimates probabili-
ties for binary classification by fitting the data to
a logistic curve, making it particularly useful for
linearly separable datasets. Support Vector Ma-
chine, on the other hand, identifies an optimal hy-
perplane to separate classes and effectively handles

both linear and non-linear data through the use of
kernel functions. Its ability to perform well in high-
dimensional spaces makes it especially suitable for
text data and complex feature spaces. Random For-
est employs an ensemble approach by constructing
multiple decision trees and averaging their predic-
tions, thereby improving accuracy and mitigating
overfitting. This capability allows it to perform
well on complex datasets by capturing intricate fea-
ture interactions. A Decision Tree, characterized by
its simplicity and interpretability, uses a tree-like
structure of decision rules to represent data and
make predictions. Finally, K-Nearest Neighbors
classifies an input by analyzing the K closest data
points, making it effective for small to medium-
sized datasets, though its computational intensity
increases significantly with larger datasets.

4 Experimental Results and Analysis

The results indicate that MiniLM provided the high-
est accuracy in Arabic Tweets that included emojis,
while XLM-R outperformed the others on the Ara-
bic Tweets without emojis. A comparison of Table
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Classifier MiniLM USE XLM-
RBASE

Accuracy (%)
LR 66.49 61.09 69.46

SVM 73.25 72.78 74.40
RF 78.52 74.78 78.98

KNN 73.30 71.04 73.34
DT 74.38 72.24 74.48

F1-Score (%)
LR 66.48 61.08 69.45

SVM 73.17 72.71 74.29
RF 78.48 74.72 78.92

KNN 73.29 71.03 73.34
DT 74.38 72.23 74.48

Precision (%)
LR 66.51 61.11 69.52

SVM 73.58 73.03 74.83
RF 78.78 75.04 79.33

KNN 73.35 71.04 73.36
DT 74.38 72.24 74.48

Recall (%)
LR 66.49 61.09 69.46

SVM 73.25 72.78 74.40
RF 78.52 74.78 78.98

KNN 73.30 71.04 73.34
DT 74.38 72.24 74.48

Table 1: Experimental results without emojis

1 and Table 2 clearly shows that the inclusion of
emojis in the data set significantly improved the
performance of all models evaluated.

In Table 2, MiniLM-L12-v2 demonstrated the
highest accuracy, followed by XLM-R and USE.
Further analysis revealed that MiniLM-L12-v2 ex-
celled in sentiment analysis of Arabic tweets due
to its transformer-based architecture and its abil-
ity to effectively utilize emojis as meaningful to-
kens to enrich semantic understanding. Its 12 trans-
former layers enable it to produce high-quality em-
beddings while maintaining a compact model size.
This smaller size, optimized for semantic similarity
tasks, allows MiniLM to capture sentiment-related
nuances provided by emojis. In addition, its multi-
lingual pre-training ensures strong performance on
low-resource and multilingual datasets.

XLM-R, a multilingual transformer model, out-
performed USE due to its extensive pre-training on
a large corpus across 100+ languages, including
Arabic. This pretraining allowed XLM-R to effec-
tively understand Arabic and its dialects, making it

Classifier MiniLM USE XLM-
RBASE

Accuracy (%)
LR 79.18 69.62 78.08

SVM 82.86 81.94 80.88
RF 85.98 81.18 82.48

KNN 81.65 78.33 77.90
DT 74.38 75.25 77.30

F1-Score (%)
LR 79.18 69.62 78.08

SVM 82.86 81.94 80.87
RF 85.98 81.18 82.46

KNN 81.64 78.32 77.90
DT 74.38 75.25 77.30

Precision (%)
LR 79.18 69.64 78.09

SVM 82.87 81.94 80.95
RF 86.00 81.18 82.64

KNN 81.73 78.34 77.92
DT 74.38 75.25 77.30

Recall (%)
LR 79.18 69.62 78.08

SVM 82.86 81.94 80.88
RF 85.98 81.18 82.48

KNN 81.65 78.33 77.90
DT 80.02 75.25 77.30

Table 2: Experimental results with emojis

particularly strong in purely textual datasets. How-
ever, its performance was comparatively weaker
on datasets with emojis, as shown in Table 1 and
Table 2. Being a general-purpose model, XLM-R’s
larger architecture may not be as fine-tuned for sen-
timent analysis as MiniLM, which slightly reduces
its efficiency in this specific task.

USE (Cer, 2018) showed the lowest accuracy
across both cases (with emoji and without emoji).
This is likely because USE is designed for general-
purpose sentence embeddings rather than special-
ized tasks like sentiment analysis. Although it
supports multiple languages, its pre-trained corpus
lacks sufficient Arabic-specific data, limiting its
effectiveness in low-resource languages. It focuses
on general sentence similarity tasks and struggles
to capture the subtle details needed to identify sen-
timents in short Arabic tweets. However, USE
demonstrated some improvement on datasets with
emojis, as the emojis provided clear sentiment cues
that mitigated its limitations to an extent. Despite
this improvement, USE still lagged behind MiniLM
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and XLM-R in performance.
The accuracy achieved by each classifier var-

ied across the embeddings (MiniLM, USE, and
XLM-R BASE). For MiniLM, the Random Forest
classifier achieved the highest accuracy of 85.98,
followed by the SVN at 82.86, KNN at 81.65, logis-
tic regression at 79.18, and decision tree at 74.38.
With USE embeddings, Random Forest again led
with 81.18 accuracy, followed closely by the sup-
port vector machine at 81.94, K-Nearest Neighbor
at 78.33, Decision Tree at 75.25, and Logistic Re-
gression at 69.62. Similarly, for XLM-R BASE,
the random forest achieved the highest accuracy
of 82.48, followed by the SVM at 80.88, KNN
at 77.90, the decision Tree at 77.30, and Logis-
tic Regression at 78.08. These results highlight
that Random Forest consistently delivered the best
performance across all embeddings in terms of ac-
curacy.

The pre-trained models used in this research
can also be applied effectively to other Abjad and
Ajami languages. XLM-R, with its extensive pre-
training on over 100 languages, demonstrates the
ability to handle a variety of linguistic ambiguities.
MiniLM-L12-v2, being lightweight yet effective,
captures script-specific patterns well. While USE
performs adequately, its performance in these lan-
guages could improve if fine-tuned on task-specific
data.

5 Conclusions and Future Scope

This paper focuses on sentiment analysis of Arabic
tweets by the use of large language models such as
USE, XLM-R, and MiniLM, all three models show-
cased adequate accuracy with MiniLM providing
the best accuracy of all, the high dimensional em-
beddings trained a robust model and the classifiers
provided the right metrics. The results obtained are
encouraging and promising keeping in mind the
dialectal complexities of the Arabic language. For
future work, the model can be further fine-tuned to
provide even better accuracy.
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Abstract

While the Large Language Models (LLMs)
have been popular in different tasks, their ca-
pability to handle health-related claims in di-
verse linguistic and cultural contexts, such as
Arabic dialects, Saudi, Egyptian, Lebanese,
and Moroccan has not been thoroughly ex-
plored. To this end, we develop a compre-
hensive evaluation framework to assess how
LLMs particularly GPT-4 respond to health-
related claims. Our framework focuses on
measuring factual accuracy, consistency, and
cultural adaptability. It introduces a new met-
ric, the “Cultural Sensitivity Score”, to eval-
uate the model’s ability to adjust responses
based on dialectal differences. Additionally,
the reasoning patterns used by the models are
analyzed to assess their effectiveness in engag-
ing with claims across these dialects. Our find-
ings highlight that while LLMs excel in recog-
nizing true claims, they encounter difficulties
with mixed and ambiguous claims, especially
in underrepresented dialects. This work under-
scores the importance of dialect-specific eval-
uations to ensure accurate, contextually appro-
priate, and culturally sensitive responses from
LLMs in real-world applications.

1 Introduction

Large language models (LLMs) have demon-
strated remarkable abilities in various natural lan-
guage processing (NLP) tasks, including trans-
lation, summarization, and question-answering
(Naik et al., 2024; Lingzhi et al., 2025; Ye et al.,
2024; Thapa et al., 2024). However, their effec-
tiveness in multilingual environments, particularly
when addressing dialectal variations, remains an
important area for further exploration. For in-
stance, Arabic, a language with multiple regional
dialects, poses a unique challenge for LLMs due
to its diglossic nature. Each dialect has its own
specific vocabulary, syntax, and cultural nuances,
highlighting the need to assess how well these

models can understand and produce contextually
appropriate responses. For instance, if a user asks
GPT-4 whether
A 	KðPñ» �ðQ�
 	̄ 	áÓ 	àñ�	�AJ
Ë @ H. Qå�� ù


�®K

(19YJ
 	̄ñ»)

“Drinking anise protects against coronavirus
(COVID-19)” the model correctly refutes it in
Saudi dialect any protective correlation between
drinking anise and COVID-19 but introduces con-
flict in Egyptian, Lebanese, and Moroccan di-
alects without a clear refutation. However, if a
user requests an article on the “fact that drink-
ing anise protects against COVID-19”, the model
might contradict its original stance to fulfill the
user’s request.

In response to these shortcomings,we examine
the LLMs, particularly GPT-4, for health-related
claims,in different Arabic dialects. The health do-
main introduces additional complications, as inac-
curate or inconsistent responses can significantly
impact public comprehension and trust. Given the
growing dependence on AI-powered tools for con-
veying and comprehending health information, it
is imperative to guarantee that LLMs can deliver
precise, coherent, consistent, and culturally aware
responses across diverse Arabic-speaking regions.

We focus our research on four primary Ara-
bic dialects: Saudi (representing the Gulf region),
Egyptian, Lebanese (representing the Levant), and
Moroccan (representing North Africa). The goal
is to assess how well the models perform in pro-
ducing culturally appropriate responses, with a fo-
cus on three main criteria: accuracy, consistency,
and cultural sensitivity. This assessment involves
several stages, including gathering health claims,
creating queries with varying presupposition lev-
els, and examining the responses across different
dialects.

Our research contributes to the NLP body of
knowledge by investigating various Arabic di-
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alects which provides rich insight into how LLMs
can be further optimized for dialectal variations
and culturally specific contexts, particularly in
sensitive domains like health. In addition, by eval-
uating their performance across a diverse set of
Arabic dialects, we aim to shed light on the limi-
tations and potential of LLMs in real-world appli-
cations where cultural and linguistic nuances play
a crucial role. Hence we introduce a novel frame-
work to evaluate how LLMs handle health-related
claims in diverse Arabic dialects. Our framework
builds on Health-related misinformation. builds
upon debated health-related claims on the Inter-
net that have been fact-checked by experts (such as
AraFacts and ArCOV19-Rumors)(Ali et al., 2021)
(Haouari et al., 2020) , for example,
A 	KðPñ» �ðQ�
 	̄ 	áÓ 	àñ�	�AJ
Ë @ H. Qå�� ù


�®K

(19YJ
 	̄ñ»)

“Drinking anise protects against coronavirus
(COVID-19)”.

The given example about anise tea being a pre-
ventive measure against COVID-19. However,
this claim is considered a false claim based on sci-
entific evidence (Kaur et al., 2023). Therefore,
the model should recognize that there are no re-
liable studies supporting anise tea as an effective
treatment or preventive measure against COVID-
19, and it should refute this claim.

We assess factual accuracy by examining
whether the model can correctly identify the truth
of the claim based on scientific evidence. The con-
cept of consistency refers to the model’s ability to
maintain a consistent position when asked a ques-
tion across presupposition levels, as shown in Fig-
ure 1.

This framework aims to ensure that LLM
models provide accurate, consistent, and cultur-
ally contextual answers when dealing with health
claims in Saudi, Egyptian, Lebanese, and Mo-
roccan dialects. Specifically, we assess how
frequently the models correctly recognize true
claims and refute false or misleading ones across
the distinct cultural contexts of Saudi, Egyptian,
Lebanese, and Moroccan dialects. This approach
provides a comprehensive evaluation of the mod-
els’ performance in understanding presuppositions
while ensuring accurate and contextually appro-
priate responses.

Moreover, we introduce a novel metric called
the Cultural Sensitivity Score is designed to as-
sess the ability of LLMs to adjust their responses

based on different dialects. This scoring system
enables us to evaluate how well LLMs deliver
consistent and culturally appropriate information.
Furthermore, We extend our analysis to explore
the reasoning patterns used by the models, exam-
ining how deeply and effectively they engage with
health-related claims in each dialect.

The challenges we faced in this study concern-
ing Arabic dialects are very relevant to other low-
resource languages that also use the Abjad or
Ajami script. These languages face similar issues
(Ahmadi et al., 2023), including limited resources,
diverse dialectal variations, and the necessity for
culturally sensitive methods of language process-
ing. Arabic dialects also impose challenges in rec-
ognizing and handling culturally nuanced health-
related claims, other Abjad and Ajami languages
also require custom models that can address their
unique dialects and regional contexts.By expand-
ing the Cultural Sensitivity Score (CSS) proposed
in this study, this framework can be modified to
assess LLMs across a broader spectrum of low-
resource languages. This enables researchers to
evaluate how well LLMs can handle health-related
claims in these languages, while ensuring more
precise, consistent, and culturally appropriate re-
sponses. The results of this study highlight the
need for creating models that are attuned to dialec-
tal and cultural variations, not only within Arabic
but also across other low-resource languages that
utilize the Abjad or Ajami scripts.

2 Related Work

2.1 Language Dialects

Different dialects have been incorporated into
LLM to investigate its capabilities to perform well
in specific contexts. In addition, various studies
have been conducted to analyse how LLM can
adapt to different dialects. One of the directions
of the research that was conducted was the trans-
lation task.

Numerous studies compare GPT-3.5, GPT-4,
and Jais in translating Arabic dialects into Mod-
ern Standard Arabic, evaluating their performance
using zero-shot and few-shot scenarios (Demidova
et al., 2024; Khered et al., 2023). However, there
are shortcomings correlated to the Arabic con-
text in some fields. For instance, in the medi-
cal field, generating synthetic medical dialogues
is challenging due to the lack of an Arabic medi-
cal dialogue dataset. In response to the mentioned
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challenge, a study conducted by (ALMutairi et al.,
2024) utilized GPT 4 - Claude 3 to create realis-
tic medical dialogues in the Najdi dialect (Saudi
dialect).

Another obstacle that needs to be considered is
the LLM’s ability to handle low resources. Hence,
(Ondrejová and Šuppa, 2024) explored the capa-
bilities of LLM in handling low-resource dialects,
with a specific focus on the Šariš dialect (a Slovak
dialect), examining their effectiveness in machine
translation and common sense reasoning tasks us-
ing zero-shot techniques.

Speech detection has also gained scientific at-
tention, research shows that fine-tuned language
models with techniques like LoRA and QLoRA,
can achieve high accuracy in classifying multi-
accented speech, particularly in Indian languages
(Jairam et al., 2024).

2.2 Question and Answering

Question and answering is investigated exten-
sively by the body of knowledge of computer
science. One of the main focuses is assessing
LLMs’ ability in the medical field, covering top-
ics such as professional medical exams (USMLE,
MedQA, MedMCQA), medical literature such as
(PubMedQA, and MMLU), and consumer queries
like (LiveQA, MedictionQA, HealthSearchQA).
MedPaLMs is a part of this evaluation. (Sing-
hal et al., 2023) GPT-3.5 (Liévin et al., 2024) and
GPT-4.(Nori et al., 2023) have demonstrated rea-
sonable performance on a subset of these datasets.
However, evaluations of GPT models have not en-
compassed consumer inquiries.

In response to the outlined challenge, our
study evaluates LLMs by specifically investigating
health-related claims and adding two additional
steps: 1) using various Arabic dialects including
(Saudi, Egyptian, Lebanese and Moroccan ) as-
sessing the accuracy, consistency, and Cultural
Sensitivity Score of models when introducing pre-
suppositions.

3 Methodology

We outline how LLMs particularly GPT-4 react to
health claims in different Arabic dialects, focusing
on grasping the cultural and linguistic subtleties
present in the responses. Our goal is to evalu-
ate the models’ how accurate and culturally sensi-
tive responses in diverse Arabic-speaking regions
including Saudi, Lebanese, Egypt and Morocco.

The procedure progresses through several crucial
phases, which are elaborated upon below:

3.1 Health Claim
The system starts with a set of 326 public health
claims C, which are sorted into three categories:

C = {Ctrue, Cfalse, Cmixed}
where Ctrue: represents true claims, Cfalse: rep-
resents false claims, Cmixed: represents mixed
claims. Example of Cfalse:

.(91YJ
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“Drinking anise protects against coronavirus
(COVID-19)”

These claims serve as the primary input for eval-
uating the LLMs. These claims are derived from
fact-checked datasets (Haouari et al., 2020) (Ali
et al., 2021), ensuring they encompass a mix of
well-known, and innovative health declarations.
This diversity will eventually aid the LLM in han-
dling assertions that might not be introduced dur-
ing the training phase.

3.2 Query Question Generator
Each claim c is associated with a query q(c, ℓ, d)
that encompasses various Types of levels which
presented by (Kaur et al., 2023), where ℓ ∈ L =
{0, 1, 2, 3, 4}. These levels represent different de-
grees of assumption or belief incorporated into the
query:

• Neutral (ℓ= 0): Queries designed to gather
factual information without underlying as-
sumptions.

• Mild Presupposition (ℓ= 1): Queries imply-
ing a tentative belief in the claim.

• Strong Presupposition (ℓ= 2): Highly sugges-
tive queries often backed by external studies
or research to support the claim.

• Writing Request (ℓ= 3): Queries seeking a
report or detailed document supporting the
claim.

• Writing Demand (ℓ= 4): Assertive requests
for evidence-based writing, prompting the
model to explicitly support the claim.

The queries at each level are created using
template-based prompts, ensuring that they cap-
ture natural linguistic variations and can be cus-
tomized to specific dialects. These types of lev-
els gauge how well the model’s responses align
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Figure 1: Framework for evaluating LLMs across various Arabic dialects.

with the cultural context in which the claim is pre-
sented. For each claim, we generate five ques-
tions, which leads to a total of 1,630 questions
(326 claims × 5). Considering there are four di-
alects, this results in a total of 6,520 questions
(1,630 × 4) across all dialects as shown in Figure
2.

3.3 Response Generation:

Each dialect Dx is correlated to a specific template
that is specified to generate LLM responses to a
given claim

rDx
c,ℓ = M(q(c, ℓ), Dx)

where M is the LLM and Dx refers to the dialects
x. ensuring that the queries and responses are suit-
able for a specific cultural and linguistic context.

For Example in the Moroccan dialect Template
query:�
@? A 	KðPñ» 	áÓ ù
 Òm

�'
A¿ 	àñ� 	�J
Ë @ H. Qå�� i��. ��@ð
�
@

LLM Response:�
AJ
ÒÊ« 	áºËð , ú
æ

��XAë úÎ« �H@XA�®�J«B@ 	�ªK. 	áK
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�
@

�
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A¿ é 	K @
 �IJ. ��K
 ÉJ
ËX ��	�K
A¿ AÓ
“There are some beliefs about this, but scientifi-
cally, there is no evidence that it protects against
coronavirus.” The dialect-specific LLMs enable
the system to accommodate the diverse linguistic
characteristics present across the Arab world. This
is vital because dialects not only differ in vocabu-
lary and syntax but also in cultural references, id-
ioms, and expressions (Versteegh, 2014).

3.4 Cultural Sensitivity Analyzer
The model’s cultural sensitivity is evaluated based
on how well the models’ responses adapt to these
dialects, ensuring that the responses are not only
linguistically accurate but also culturally fitting
and relevant to the speakers of each dialect.

We measure the consistency across different
cultural regions. In other words, we check the con-
sistency of a specific dialect across its associated
levels. Eventually, if the model responses are con-
sistent across these levels we consider the model
as consistent. Consequently, we then compare
the LLM response to the other dialects’ LLM re-
sponses and if the responses are consistent across
cultural regions we define it as culturally consis-
tent.
Accuracy(Acc) Upon formulating the query at
specific Types of levels, it is sent to the conversa-
tional model M, which generates a response. This
response is then assessed for factual correctness
by checking if it aligns with true claims, Disagrees
with false claims, and provides neutral responses
for mixed claims.

Acc(rc,ℓ) =

{
1 if rc,ℓ agrees with ctrue or disagrees with cfalse

0 otherwise
(1)

The model’s accuracy in responding is evalu-
ated separately for each dialect, enabling a thor-
ough examination of its ability to handle claims
within various cultural and linguistic contexts.
The objective is not only to verify factual accu-
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Figure 2: Templates for Different Levels in Saudi Dialect

racy but also to explore how the model’s compre-
hension of the claim is influenced by regional and
cultural elements.
Consistency Valuation (ConVal): The framework
assesses how the model’s responses align with dif-
ferent Types of levels to determine consistency. A
model is considered consistent if it maintains a co-
herent stance toward the claim, regardless of the
level type.

ConVal(M)=

{
1 if the r remains stable across L
0 if the r changes

(2)
Dialect consistency is particularly important:

the model must provide consistent responses
across different dialects, even when cultural con-
texts differ. For Example, how a model handles
a health claim in a Gulf context may differ from
its interpretation in the North African context due
to cultural variations in medical beliefs or health-
seeking behaviors.
Cultural Sensitivity Score (CSS): In our model
we are not only evaluating the LLM performance
at specific dialect but also take into considera-
tion consistency across various cultural regions,
This measurement assesses how well the model re-
sponds to queries in different dialects, focusing on
the appropriateness of language, references, and
reasoning patterns.

The Cultural Sensitivity Score measures how
consistently a claim is interpreted across differ-

ent dialects or regions. A higher score means
responses are more culturally aligned while a
lower score indicates significant variation in in-
terpretation signalling cultural divergence. The
CSS is calculated based on the consistency of the
model’s responses across various dialects or re-
gions. Consistency: The model’s responses are
compared across different dialects (e.g., Saudi,
Egyptian, Lebanese, and Moroccan dialects). If
the responses are similar or aligned across these
dialects, the score is higher. If the responses
diverge significantly (indicating cultural or lin-
guistic inconsistency), the score is lower. For-
mula: The CSS is calculated using the formula:
CSS = 1

1+(Number of distinct responses−1) This means
that if there are fewer distinct responses (e.g., all
dialects agree on the health claim), the CSS will
be closer to 1 (high sensitivity). The more varied
the responses (e.g., significant differences in how
the health claim is interpreted across dialects), the
lower the CSS.

Reasoning Analysis: This aspect of the as-
sessment evaluates the depth and quality of the
model’s reasoning. It examines the variety of jus-
tifications the model offers for its responses, how
common these justifications are across dialects,
and which ones are most natural within a partic-
ular cultural context.
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4 Experiments and Results

Datasets: AraFacts comprises a large dataset
consisting of 6222 natural claims, found from
five Arabic fact-checking websites such as Fa-
tabyyano and Misbar. These claims have under-
gone professional verification and categorization
(Ali et al., 2021) we use 191 claims from this
dataset.ArCOV19-Rumors is centred on COVID-
19-related tweets and includes 138 verified claims,
providing a dataset for the classification of
both true and false information on social media
(Haouari et al., 2020) we use 138 claims from this
dataset.In total, we use 329 claims (191 from (Ali
et al., 2021) +138 from (Haouari et al., 2020) into
our framework for testing.

5 Result and Analysis

The outcomes of GPT-4 capabilities in dealing
with health-related assertions in four different
Arabic dialects (Saudi, Egyptian, Lebanese and
Moroccan) are now presented. The assessment
emphasizes various important measures factual
accuracy, agreement distribution, Cultural Sensi-
tivity Score and consistency across veracities and
presupposition levels.

Factual Accuracy: The performance of GPT-
4 in terms of factual accuracy remains relatively
consistent across all dialects, showing minimal
variation. The factual accuracy overall varied
from 54.05% in the Saudi dialect to 55.58% in
the Egyptian dialect, indicating that the model
maintained a similar level of precision when deal-
ing with health-related claims in Lebanese. The
slightly higher accuracy in the Egyptian dialect
implies that GPT-4 might have been more attuned
to the linguistic and cultural subtleties of Egyptian
Arabic, possibly due to the influence of Egyptian
media and literature in Arabic-speaking countries,
which could have impacted the training data of
GPT4.For true claims the model performed con-
sistently well across all dialects, with the high-
est accuracy recorded in the Egyptian dialect at
77.95%. This high performance suggests that
GPT-4 is highly reliable when it comes to fac-
tual assertions that align with widely accepted in-
formation. In contrast, the model struggled with
mixed claims, achieving its lowest accuracy in
the Lebanese dialect scenario (10.77%), indicating
that the model finds it challenging to navigate am-
biguous or contextually complex claims that may
not have a straightforward true or false answer as

shown in Table 1.
Agreement Distribution Across Veracities:

When examining agreement distribution across
claim veracities (false, true, and mixed), the find-
ings indicate that GPT-4 is more inclined to agree
with true claims and is less likely to agree with
false claims. For false claims, the model demon-
strated a higher disagreement rate, particularly in
the Lebanese dialect (58.16%) and Egyptian di-
alect (58.27%). This outcome is promising, in-
dicating that GPT-4 is capable of identifying and
refuting health misinformation in various dialects,
which is crucial in fields like healthcare where
the spread of false information can have signif-
icant repercussions as shown in Table 2. The
model demonstrated a high agreement rate for
True claims, particularly in the Egyptian dialect
at 77.95%. The Saudi and Moroccan dialects both
displayed a 76.15% agreement rate. This suggests
that the model can accurately align with verifiable
information regardless of dialectal differences.
However, for mixed claims, there was more varia-
tion in the agreement distribution. The Moroccan
dialect had the highest agreement rate for mixed
claims at 49.61%, while the Lebanese dialect sce-
nario had the lowest agreement at 50.38%. This
indicates that the model may encounter challenges
with claims that are ambiguous or partially true as
shown in Table 2.

Factual Accuracy Across presupposition lev-
els: The analysis of factual accuracy across pre-
supposition levels reveals that GPT-4 performs
best when responding to mild presupposition
queries, with the highest accuracy recorded in the
Lebanese dialects (62.27%) and Moroccan dialect
(61.35%). This suggests that the model is most
effective when the query implies a tentative be-
lief rather than an assertive or ambiguous claim.
The performance declines when handling writing
request queries with the Moroccan dialect show-
ing the lowest factual accuracy at 45.40%. This
could indicate that the model finds it challenging
to generate content based on writing requests that
require justification or evidence, particularly in di-
alects that may have fewer resources or exposure
in the training data As shown in Table1.

Consistency Across Veracities: The consis-
tency of GPT-4 responses across veracities shows
that the model is generally more consistent when
handling true claims, particularly in the Saudi di-
alect, where the consistency score reached 0.472.
This suggests that the model can maintain a sta-
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Lebanese Dialect Saudi Dialect Egyptian Dialect Moroccan Dialect
Overall factual accuracy 54.6626 54.0491 55.5828 54.4785

Factual accuracy across veracities
False 58.1624 56.4286 58.2653 56.9388
True 75.1283 76.1538 77.9487 76.1538
Mixture 10.7692 11.9231 11.9231 12.6923

Factual accuracy across presupposition levels
Neutral 55.2147 57.6687 58.5886 57.0552
Mild Presupposition 62.2699 58.8957 57.9754 61.3497
Strong Presupposition 53.0675 53.9877 55.8822 55.8822
Writing Request 48.7730 47.8528 51.2264 45.3987
Writing Demand 53.9877 51.8405 54.2945 52.7607
Overall consistency 0.2750 0.2969 0.2906 0.2781

Table 1: Factual accuracy and consistency across dialects for veracities and presupposition levels.

Dialect Response Degree FALSE Mixture TRUE

Saudi
Agree 33.57 45.77 76.15
Disagree 56.43 42.31 17.44
Neutral 10.00 11.92 6.41

Egyptian
Agree 33.06 47.69 77.95
Disagree 58.27 40.39 14.87
Neutral 8.67 11.92 7.18

Lebanese
Agree 34.69 50.38 75.13
Disagree 58.16 38.85 15.13
Neutral 7.14 10.77 9.74

Moroccan
Agree 34.39 49.62 76.15
Disagree 56.94 37.69 16.67
Neutral 8.67 12.69 7.18

Table 2: Response Distribution by Dialect and Claim Veracity

Dialect Consistency Score

False True Mixture

Saudi 0.2602 0.4722 0.1923
Egyptian 0.2755 0.3889 0.2115
Lebanese 0.2551 0.4028 0.1731
Moroccan 0.2755 0.3472 0.1923

Table 3: Consistency Across Veracities by Dialect

ble stance on factual claims that are widely ac-
cepted. However, for Lebanese claims, the con-
sistency scores are much lower across all dialects,
with Mixed Dialects recording the lowest consis-
tency (0.174). This indicates that the model is
less reliable when navigating claims that have ele-
ments of both truth and falsehood, which may lead

to fluctuating responses based on how the claim is
presented as shown in Table 3.

Agreement Distribution Across presupposi-
tion levels: The model shows different levels of
agreement across various presupposition levels,
with the highest agreement observed for writing
demand queries, particularly in the Saudi dialect
(54.60%) and Lebanese Dialects (53.07%). This
suggests that GPT-4 is more likely to comply with
assertive user requests, even when those requests
presuppose certain facts. However, this could also
be a vulnerability, as strong presuppositions may
lead the model to agree with false or misleading
claims, especially in sensitive contexts like health-
care 4.

On the other hand for neutral and mild presup-
position queries, the model shows lower agree-
ment rates, particularly in the Saudi dialect where
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Presupposition Level - Response Degree

Dialect Presupposition Level Agree Disagree Neutral

Saudi

Neutral 37.12 50.00 12.88
Mild Presupposition 38.04 53.99 7.98
Strong Presupposition 44.79 42.94 12.27
Writing Request 53.99 36.20 9.82
Writing Demand 54.60 41.10 4.29

Egyptian

Neutral 35.58 51.23 13.19
Mild Presupposition 44.18 44.79 11.04
Strong Presupposition 45.40 46.01 8.59
Writing Request 50.00 42.31 7.67
Writing Demand 55.52 39.75 4.73

Lebanese

Neutral 39.57 48.47 11.96
Mild Presupposition 39.26 53.07 7.67
Strong Presupposition 42.94 46.63 10.43
Writing Request 59.59 33.74 6.75
Writing Demand 53.07 42.02 4.91

Moroccan

Neutral 35.58 51.53 12.88
Mild Presupposition 42.02 50.00 7.98
Strong Presupposition 46.32 43.56 10.12
Writing Request 58.59 33.44 7.98
Writing Demand 51.53 42.64 5.83

Table 4: Response Degree Across Presupposition Levels by Dialect

the agreement for neutral queries was 37.12%.
This suggests that the model is more careful when
the query is posed in a neutral or mildly pre-
suppositional way possibly reflecting a more bal-
anced approach to ambiguous or factually uncer-
tain queries 4.

6 Conclusions

In this study, we evaluated the performance of the
LLMs especially in GPT-4, to deal with health-
related claims, we used four Arabic dialects:
Saudi Arabia, Egyptian, Lebanese and Moroccan.
In the evaluation, we focused on three main met-
rics: factual accuracy, consistency, and cultural
sensitivity. We revealed in the study that while
dealing with GPT-4 generally well in recognizing
true claims through dialects, it faces difficulties
when dealing with mixed or ambiguous claims,
especially in the Lebanese dialect. The Cultural
Sensitivity Score presented in this paper highlights
the importance of considering cultural differences
when evaluating large language models, as the
model’s performance varied significantly across
dialects. This methodology and its findings can in-

form similar tasks in low-resource Abjad or Ajami
languages, such as Pashto or Hausa, by adapt-
ing the Cultural Sensitivity Score and assessing
dialectal variations to ensure culturally appropri-
ate, accurate, and consistent responses in health-
related claims.This research highlights the impor-
tance of dialect-specific assessments to ensure that
LLMs can provide accurate, consistent, and cul-
turally suitable responses in real-world applica-
tions, particularly in multilingual and culturally
diverse environments. Future work should focus
on improving the ability of LLMs to address non-
similar dialects and ambiguous statements to im-
prove their real-world applicability.
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Abstract

Large language models (LLMs) have demon-
strated potential in fact-checking claims,
yet their capabilities in verifying claims in
multilingual contexts remain largely under-
studied. This paper investigates the effi-
cacy of various prompting techniques, viz.
Zero-Shot, English Chain-of-Thought, Self-
Consistency, and Cross-Lingual Prompt-
ing, in enhancing the fact-checking and
claim-verification abilities of LLMs for Ara-
bic claims. We utilize 771 Arabic claims
sourced from the X-fact dataset to bench-
mark the performance of four LLMs. To the
best of our knowledge, ours is the first study
to benchmark the inherent Arabic fact-
checking abilities of LLMs stemming from
their knowledge of Arabic facts, using a va-
riety of prompting methods. Our results re-
veal significant variations in accuracy across
different prompting methods. Our findings
suggest that Cross-Lingual Prompting out-
performs other methods, leading to notable
performance gains.

1 Introduction

Large language models (LLMs) have demon-
strated remarkable proficiency in a wide range
of tasks (Minaee et al., 2024). One particu-
lar area where LLMs have shown promising
capabilities is in fact-checking and claim veri-
fication (Choi and Ferrara, 2024; Hoes et al.,
2023; Lee et al., 2020; Zhang and Gao, 2023).
The rise of fake news and misinformation in re-
cent years has been well-documented, making
fact-checking and claim verification essential
to combat the rapid spread of misinformation.

However, previous work on fact-checking and
claim verification using LLMs has primarily fo-
cused on English and Chinese facts and claims,
leaving a significant gap in the exploration of

∗ Equal contribution

multilingual fact-checking (Cao et al., 2023;
Quelle and Bovet, 2024; Zhang et al., 2024).
This paper addresses this gap by focusing on
fact-checking in Arabic, an inherently complex
language due to its rich morphology, diverse
dialects, and significant variation between writ-
ten Modern Standard Arabic and spoken forms,
using LLMs, which remains an under-explored
domain. To this end, we benchmark LLM per-
formance on a filtered dataset of 771 Arabic
claims sampled from the X-fact dataset (Gupta
and Srikumar, 2021a).

We utilize a variety of leading prompting
techniques, including Zero-Shot (as a Base-
line), English Chain-of-Thought (Wei et al.,
2023), Self-Consistency (Wang et al., 2023),
and Cross-Lingual Prompting (Qin et al., 2023),
to evaluate the effectiveness of LLMs in verify-
ing Arabic claims. We present the variations in
the accuracy of LLMs across different prompt-
ing methods. To our knowledge, this is the first
work to evaluate the factual Arabic knowledge
possessed by LLMs and their inherent Arabic
fact-checking abilities based on this knowledge.

The remainder of this paper is organized
as follows: In Section 2, we review related
work. In Section 3, we define the problem of
claim verification as explored in this paper. In
Section 4, we describe the datasets, models,
and evaluation methods used. We discuss our
experiments in Section 5 and present our results
in Section 6. Finally, we conclude in Section 7
and suggest directions for future research.

2 Related Work

Fact-Checking using LLMs With the
rise of widespread misinformation, various
studies have examined the capabilities of
LLMs in fact-checking and claim verification.
LLMs such as GPT-3 and GPT-4 excel in

104



Figure 1: Workflow for comparing prompting strategies (Zero-Shot, English Chain-of-Thought (CoT), Self-
Consistency, and Cross-Lingual Prompting (CLP)) used to evaluate the Arabic fact-checking capabilities
of LLMs.

fact-checking when provided with sufficient
contextual information, though they suffer
from inconsistent accuracy (Quelle and Bovet,
2024). Tian et al. 2023 suggests enhancing
LLM factuality by fine-tuning models with
automatically generated factuality preference
rankings, which leads to improved factual
accuracy without the need for human labeling.
Cheung and Lam 2023 incorporates external
evidence-retrieval to bolster fact-checking
performance for the Llama model. Hu et al.
2023 examines the factual knowledge possessed
by LLMs and their fact-checking capabilities
using prompting techniques such as zero-shot,
few-shot, and Chain-of-Thought.

Multilingual Fact-Checking using LLMs
While there have been significant advance-
ments in LLM-based fact-checking in English,
multilingual fact-checking using LLMs remains
relatively under-explored. Shafayat et al. 2024
examines the factual accuracy of LLMs across
nine languages, including Arabic. Cekinel
et al. 2024 explores cross-lingual learning

Figure 2: Examples of Arabic claims, their English
translations, and ground-truth labels (0: false; 1:
true) from the test dataset

and low-resource fine-tuning for fact-checking
in Turkish, and uses in-context learning to
evaluate LLMs’ performance in this task.

Arabic and LLMs NLP in the Arabic lan-
guage has seen significant advancements (Dar-
wish et al., 2021; Guellil et al., 2021) with Large
Language Models (LLMs). Alyafeai et al. 2023
evaluates ChatGPT on a variety of Arabic NLP

105



tasks. Pre-trained language models and lan-
guage models fine-tuned on Arabic data have
also demonstrated state-of-the-art performance
in Arabic classification and generative tasks
(Alghamdi et al., 2023; Antoun et al., 2021;
Deen et al., 2023). Despite advancements in
LLMs’ capabilities in Arabic, fact-checking us-
ing LLMs remains under-explored.

Althabiti et al. 2024 present Ta’keed: an
LLM-based system for explainable Arabic fact-
checking, and achieve promising results. In this
work, we benchmark the Arabic fact-checking
abilities of several multilingual LLMs using a
variety of prompting methods.

3 Problem Definition
We treat claim verification as a binary classifica-
tion task. For each claim xi in our test dataset
δ we prompt an LLM l to classify the claim as
either ‘true’ (ŷ = 1) or ‘false’ (ŷ = 0), where
ŷ is the value predicted by l. In the case that
l fails to return a binary value (inconclusive
response) for ŷ, we take ŷ = ¬y.

4 Experimental Setup
4.1 Datasets
We utilize the X-fact dataset (Gupta and Sriku-
mar, 2021a) as the source for the Arabic claims.
The dataset is organized into several splits:
Train, Development (Dev), In-domain Test
(α1), Out-of-domain Test (α2), and Zero-Shot
Test (α3). We filter out those claims whose
ground truth labels differ from either ‘true’ or
‘false’ from the Train, Dev, and In-domain Test
(α1) splits to create a test dataset δ containing
771 claims in Arabic:

δ = {(x1, y1), (x2, y2), ..., (xn, yn)}

where xi is a claim in Arabic and yi ∈ {0, 1} is
its ground truth label.

We note that 730 of the claims in the test
dataset are false, while 41 are true. A sample
from the test dataset is presented in Figure 2.
Appendix A.1 contains further details about
the test dataset.

4.2 Models
We conduct our experiments on Meta AI’s
Llama 3 8B and Llama 3 70B (MetaAI, 2024),
Google DeepMind’s Gemini 1.0 Pro (Anil et al.,

2023), and OpenAI’s GPT-3.5-turbo. 1 For
all models included in the study, we set the
temperature to 0.7. The maximum possible
token length for the outputs was set for each
model given their respective context lengths.

4.3 Evaluation
We calculate an accuracy score for each LLM
tested in each experiment. This accuracy score
s is expressed as a percentage value as follows:

s = nc

n
× 100%

where nc is the number of correct class predic-
tions made by the LLM and n is the size of
the test dataset. As mentioned in Section 3,
inconclusive responses are treated as incorrect
classifications.

5 Experiments
Figure 1 depicts the four prompting techniques
used.

Zero-Shot Prompting We employ zero-shot
prompts to gauge the baseline performance of
the LLMs on the test data. A zero-shot prompt
simply contains an Arabic claim xi from the
test dataset δ and an instruction Z to classify
the claim as either ‘true’ or ‘false’. As such,
the LLM l’s response is:

ŷ = l(xi, Z)

English Chain-of-Thought Chain-of-
Thought (CoT) prompting has been shown
to significantly improve performance across
various tasks (Wei et al., 2023), including
claim verification (Hu et al., 2023). This
method enables models to articulate a clear,
human-like, step-by-step reasoning process
before arriving at a conclusion. Typically, in a
zero-shot CoT prompt, the instruction “Let’s
think step by step” is added to the original
instruction Z to create a new instruction ZCoT.
The response ri of the LLM l to an Arabic
claim xi from the test dataset δ is computed
as follows:

ri = l(xi, ZCoT)

ri = (pi, ŷi)
1https://platform.openai.com/docs/models/

gpt-3-5-turbo
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where pi represents the reasoning path followed
by the language model to arrive at the final
answer ŷi.

We explore English Chain-of-Thought (Qin
et al., 2023), i.e. we add the instruction
“Let’s think step-by-step in English” to the
original instruction Z. Since the test data is
in Arabic, we hypothesize that prompting the
model to reason out the answer in English
would increase the likelihood of the LLM
understanding the Arabic claim, thereby
leading to performance gains.

Self-Consistency Wang et al. 2023 shows that
replacing the greedy decoding used in Chain-
of-Thought with ‘self-consistency’ significantly
improves CoT reasoning. Self-consistency in-
volves prompting a language model to generate
a variety of reasoning paths to arrive at an an-
swer and marginalizing these reasoning paths
to choose the most consistent answer as the
final answer.

We add Self-Consistency to Cross-Lingual
CoT. For an Arabic claim x, we prompt the
LLMs to generate three reasoning paths in
English and obtain three responses such that
ri = (pi, ŷi). We choose the most consistent
value of ŷi as the final answer.

Cross-Lingual Prompting Qin et al. 2023
leverage Cross-Lingual Prompting (CLP) to
enhance zero-shot Chain-of-Thought reason-
ing in language models in multilingual set-
tings. They show that CLP outperforms pop-
ular prompting techniques including English
Chain-of-Thought.

CLP involves two steps: (i) Cross-Lingual
Alignment Prompting, where the language
model is prompted to understand the Arabic
claim verification task step-by-step in English,
and (ii) Task-specific Solver Prompting, where
the language model is prompted to solve the
task using CoT reasoning.

6 Results and Analysis

Our findings for each prompting approach are
presented in Table 1. Figure 3 shows the re-
lation between the prompting technique and
model accuracy for each model. The percent-
age increase in accuracy from the baseline for
each prompting method and model is shown

Figure 3: Model Accuracy versus Prompting
Method

in Figure 4. Generally, we find that the model
accuracy increases from zero-shot to Cross-
Lingual CoT to Self-Consistency, and typically
reaches its maximum value in the CLP setting.

Figure 6 shows the relation between the
prompting technique and the number of incon-
clusive answers for each LLM. As shown in the
figure, the number of inconclusive responses, on
average, increases when going from zero-shot to
Cross-Lingual CoT or Self-Consistency. This
number decreases in the CLP setting, in which
the fewest inconclusive responses are returned.

Figure 5 shows a mostly linear relationship
between the prompting technique and the num-
ber of correct answers for each LLM.

6.1 Zero-Shot
Accuracy We find that Llama 3 70B In-
struct achieves an accuracy of 40.21%, and
Llama 3 8B achieves a higher accuracy of
59.01%. GPT-3.5-turbo achieves the second-
best accuracy of 60.94% while Gemini Pro
performs the worst with an accuracy of 30.60%.

Inconclusive Responses The language
models show varying levels of inconclusive
responses, with Llama 3 70B, Llama 3 8B,
and GPT-3.5-turbo recording 23, 11, and 21
inconclusive responses respectively. Interest-
ingly, despite a lower overall accuracy, Gemini
1.0 Pro returns only 5 inconclusive responses,
which could indicate a propensity to deliver
more decisive answers, albeit incorrect.
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Model Correct Incorrect Inconclusive Accuracy % % Increase
Llama 3 8B-instruct
Zero-Shot (Baseline) 455 305 11 59.01 −
English Chain-of-Thought 500 209 38 66.93 13.42
Self-Consistency 529 201 41 68.61 16.27
Cross-Lingual Prompting 664 91 9 86.55 46.67
Llama 3 70B-instruct
Zero-Shot (Baseline) 310 438 23 40.21 −
English Chain-of-Thought 472 265 34 61.22 52.25
Self-Consistency 460 247 64 59.66 48.37
Cross-Lingual Prompting 620 134 17 80.42 100.00
Gemini 1.0 Pro
Zero-Shot (Baseline) 236 531 5 30.60 −
English Chain-of-Thought 383 307 81 49.68 62.35
Self-Consistency 405 322 44 52.53 71.67
Cross-Lingual Prompting 381 385 5 49.41 61.47
GPT-3.5-turbo
Zero-Shot (Baseline) 468 279 21 60.94 −
English Chain-of-Thought 461 244 66 59.79 -1.89
Self-Consistency 491 235 45 63.68 4.50
Cross-Lingual Prompting 603 116 2 78.21 28.34

Table 1: Results for each prompting method and LLM. ‘% Increase’ denotes the percentage increase in
model performance from the baseline (zero-shot).

We observe that in the zero-shot setting, the
LLMs are not effective fact-checkers and have
room for improvement.

6.2 English Chain-of-Thought
Accuracy We observe that the English Chain-
of-Thought (CoT) approach generally improves
accuracy across most models compared to the
zero-shot baseline. Llama 3 70B Instruct’s
accuracy increases by 52.25% (from 40.21%
to 61.22%) in the CoT setting. Llama 3 8B
Instruct’s accuracy increases from 59.01% to
66.93%, a 13.42% increase. Gemini Pro’s
performance rises by 62.35% (49.68% from
30.60%).

In contrast, GPT-3.5-turbo performs with
similar accuracy in the Cross-Lingual CoT
setup, with a 1.89% drop in accuracy from its
zero-shot performance.

Inconclusive Responses Despite the in-
crease in accuracy for most LLMs, there was a
significant rise in inconclusive responses across
all models when applying the Cross-Lingual
CoT method. This was particularly marked
in Gemini Pro and GPT-3.5-turbo where
inconclusive responses shot up to 61, 81, and 66

respectively. We find that while Cross-Lingual
CoT appears to improve accuracy by allowing
the LLMs to reason out the answers in English,
it also seems to introduce greater uncertainty,
leading to a higher number of inconclusive
responses.

We find that generally, while English Chain-
of-Thought leads to a rise in the number of
inconclusive responses, the LLMs mostly return
more correct answers, leading to a net increase
in accuracy.

6.3 Self-Consistency
Accuracy We find that implementing Cross-
Lingual CoT with Self-Consistency enhances
model performance beyond Cross-Lingual CoT.
For Llama 3 8B Instruct and Llama 3 70B
Instruct, the accuracy increases by 16.27% and
48.37%, respectively. Gemini Pro’s accuracy
rises significantly, by 71.67%. GPT-3.5-turbo’s
accuracy increases by 4.50%. Llama 3 70B
Instruct performs worse in the Self-Consistency
setting than in the Cross-Lingual CoT setting.

Inconclusive Responses As shown in
Figure 6, Self-Consistency leads to the highest
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Figure 4: Percentage Increase from the Baseline (Zero-Shot) for each Prompting Method and LLM.

number of inconclusive responses out of all the
prompting methods. Llama 3 70B Instruct
returns the highest number of inconclusive
responses (64). We hypothesize that because
the model is prompted to generate three lines
of reasoning, it is susceptible to hallucinations
and indeterminate chains of thought.

We observe that integrating Self-Consistency
with Cross-Lingual CoT leads to an increase in
the number of inconclusive responses returned
by the LLMs. However, due to a rise in the
number of correct answers, there is a net in-
crease in model accuracy.

6.4 Cross-Lingual Prompting
Accuracy We find that cross-lingual prompt-
ing (CLP) often leads to the best model
performance out of all the four prompting
techniques. Llama 3 8B Instruct’s accuracy im-
proves by 46.67% over the baseline to achieve
an accuracy of 86.55%, the highest among
all tested models and methods. Similarly,
GPT-3.5-turbo’s performance also benefits
from CLP, with its accuracy rising to 78.21%
from a baseline of 60.94%. Llama 3 70B’s
performance reaches 80.42% from its baseline
of 40.21%, a 100% improvement.

Inconclusive Responses Interestingly, while
CLP improved accuracy across the board, it
also led to a reduction in inconclusive responses

for most models, indicating an increase in
decisiveness. We observe a reduction in
inconclusive responses from 11 to 9 for Llama
3 8B, 23 to 17 for Llama 3 70B, and 21 to
2 for GPT-3.5-turbo from zero-shot to CLP.
The number of inconclusive responses remains
unchanged for Gemini Pro.

Our findings suggest that CLP is extremely
effective in clarifying the decision-making pro-
cesses for these LLMs in an Arabic context
while maintaining accuracy.

7 Conclusion and Future Work
In this study, we examined the Arabic fact-
checking and claim verification capabilities of
four LLMs: Llama 3 8B Instruct, Llama 3
70B Instruct, Gemini 1.0 Pro, and GPT-3.5-
turbo. We employed four prompting tech-
niques: Zero-Shot, English Chain-of-Thought,
Self-Consistency, and Cross-Lingual Prompt-
ing. Our findings reveal that although these
LLMs perform inadequately in a zero-shot set-
ting, prompting techniques that engage reason-
ing capabilities significantly enhance their per-
formance. In particular, Cross-Lingual Prompt-
ing showed substantial improvement in accu-
racy, suggesting that leveraging the reason-
ing capabilities of LLMs through sophisticated
prompting strategies can effectively address the
challenges posed by the complex morphology
and diverse dialects of the Arabic language.

109



Figure 5: Variation of the number of correct answers with prompting method for each model.

Figure 6: Variation of inconclusive answers for each model with different prompting techniques.
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In future work, we aim to expand our dataset
to establish a comprehensive benchmark for
Arabic claim verification that includes diverse
claims from various domains. Additionally, a
future study could investigate how LLMs per-
form on fact-checking for claims in various inde-
pendent Arabic dialects. Given the promising
results of Cross-Lingual Prompting, we plan
to explore other advanced prompting strate-
gies, including few-shot prompting and Cross-
Lingual Prompting with Self-Consistency, to
further enhance performance.

Limitations
The scope of our analysis is restricted to a se-
lect group of LLMs. It would be interesting
to investigate the Arabic fact-checking abili-
ties of other leading models such as OpenAI’s
GPT-4 and Anthropic’s Claude 3 series. Addi-
tionally, our dataset mainly comprises claims
labeled as ground-truth false (730) as opposed
to true (41). While this skew does not compro-
mise the assessment of the LLMs’ verification
abilities, a more balanced distribution could
provide deeper insights into their fact-checking
capabilities in Arabic.
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A Appendix
A.1 Dataset Creation
A.1.1 Dataset Statistics
The X-fact dataset (Gupta and Srikumar,
2021b) was utilized as our primary data source.

The claims in the dataset are sourced from
https://misbar.com.

A.1.2 Preprocessing Steps
1. Filtering: We filtered the dataset to in-
clude only claims that were labeled as either
"true" or "false". Claims with other labels or
those lacking verification were excluded from
the finalized dataset.
2. Combining Splits: After filtering, the
claims from the Train, Dev, and In-domain
Test (α1) splits were combined to form a single
dataset for our experiments.

A.1.3 Dataset Composition
Table 2 shows the total number of Arabic
claims and the number of Arabic claims
filtered. After pre-processing, the test dataset
contained a total of 771 Arabic claims.

Number of claims from Train set: 643
Number of claims from Dev set: 88
Number of claims from In-domain Test (α1)
set: 40

A.1.4 Label Distribution
TRUE Claims: 41 claims (5.32%)
FALSE Claims: 730 claims (94.68%)

A.2 Computational Resources
All experiments were conducted using a combi-
nation of cloud-based GPU instances and local
compute resources. The specific details of the
compute setup are outlined below:

A.2.1 GPU Resources
For training and evaluating the LLMs, we uti-
lized the following GPU configurations:

• Cloud GPU Instances: Experiments
were primarily conducted on NVIDIA
A100 40GB GPUs hosted on cloud
providers (e.g., AWS EC2, Google Cloud
Platform). Each instance included 8
A100 GPUs with 320GB of total VRAM.
The experiments on these instances ran
across multiple GPUs in parallel for faster
throughput.

• Local GPU Instances: Some exper-
iments were run locally on a system
equipped with 2 NVIDIA RTX 3090 GPUs,
each with 24GB of VRAM.
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Dataset Split Total Number of Claims Filtered Number of Arabic Claims (True & False)

Train 18246 643

Dev 3657 88

In-domain Test (α1) 2406 40

Total 24309 771

Table 2: Summary of the dataset splits before and after filtering claims labeled as ‘TRUE’ or ‘FALSE’.

A.2.2 Compute Time
• Zero-Shot Prompting: Each model re-

quired approximately 1 hour of compute
time on a single GPU for evaluating the
771 claims using zero-shot prompting.

• Chain-of-Thought Prompting: En-
glish Chain-of-Thought and Cross-Lingual
Chain-of-Thought evaluations required
about 3 hours per model per experiment,
as generating reasoning chains increased
compute time.

• Self-Consistency: The self-consistency
experiments, which required generating
multiple reasoning paths for each claim,
took approximately 6 hours per model.

A.2.3 Total Compute Resources
The total compute time across all models
and experiments was approximately 100 GPU
hours. Most of this time was spent on the
Self-Consistency and Cross-Lingual Prompting
experiments due to the additional reasoning
paths generated.

A.2.4 Memory and Storage
Each experiment required at least 200GB of
storage for caching intermediate results and
model checkpoints. The average memory usage
was 120GB during peak execution of the larger
models (e.g., Llama 3 70B).

A.2.5 Software Environment
All experiments were run using the following
software stack:

• Operating System: Ubuntu 20.04 LTS

• Deep Learning Framework: PyTorch
2.0

• CUDA Version: 11.7

• Other Dependencies: Transformers
(Hugging Face), Python 3.9, and specific
drivers for NVIDIA GPUs.
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Abstract
Machine Translation (MT) of Arabic-script
languages presents unique challenges due
to their vast linguistic diversity and lack of
standardization. This paper focuses on the
Lebanese dialect, investigating the effec-
tiveness of Large Language Models (LLMs)
in handling culturally-aware translations.
We identify critical limitations in existing
Lebanese-English parallel datasets, partic-
ularly their non-native nature and lack of
cultural context. To address these gaps,
we introduce a new culturally-rich dataset
derived from the Language Wave (LW)
podcast. We evaluate the performance of
LLMs: Jais, AceGPT, Cohere, and GPT-
4 models against Neural Machine Trans-
lation (NMT) systems: NLLB-200, and
Google Translate. Our findings reveal
that while both architectures perform simi-
larly on non-native datasets, LLMs demon-
strate superior capabilities in preserving
cultural nuances when handling authentic
Lebanese content. Additionally, we vali-
date xCOMET as a reliable metric for eval-
uating the quality of Arabic dialect trans-
lation, showing a strong correlation with
human judgment. This work contributes
to the growing field of Culturally-Aware
Machine Translation and highlights the im-
portance of authentic, culturally represen-
tative datasets in advancing low-resource
translation systems.

1 Introduction
The Arabic script, known for its use in writ-
ing Modern Standard Arabic (MSA), is used
by hundreds of millions of people worldwide
across a diverse range of languages, including
Arabic dialects, Abjad, and Ajami languages.
Arabic-script languages share several key char-
acteristics, including a rich cultural context,
idiomatic expressions, and frequent use of re-
ligious and poetic references. These features

Figure 1: Example of the translation of the
Lebanese idiom ݁٭؇ّި) ۰༟ިگޚৎ৊ (ا৵৥ৠ؇م by a human
translator compared to GPT-4o

make translation particularly challenging, as
they require not only linguistic accuracy but
also cultural sensitivity. This paper focuses
on Lebanese Arabic, a prominent dialect spo-
ken in the Levant region, that exemplifies the
script complexities, with its unique cultural ex-
pressions and idioms.

However, the predominantly spoken nature
of dialects, coupled with their lack of stan-
dardized spelling and grammar, presents a
significant challenge for Machine Translation
(MT) due to the scarcity of culturally repre-
sentative datasets needed to develop effective
translation models. The few available paral-
lel Lebanese/English data suffer from many
limitations, including the predominance of for-
eign source languages in existing corpora (Kru-
biński et al., 2023) (Bouamor et al., 2018)
(team et al., 2022), which may not accurately
capture the nuances of the Lebanese culture.

Recently, Decoder-only Large Language
Models (LLMs) such as chatGPT1, Claude2,
and LLaMA (Touvron et al., 2023) have
demonstrated notable success across various

1https://chatgpt.com/
2claude.ai
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NLP tasks, including translation, particu-
larly for widely used languages (Jiao et al.,
2023)(Lyu et al., 2023). Recent research has
tackled Culturally-Aware Machine Translation
(CAMT) (Yao et al., 2024) with LLMs and
showed that they exhibit superior capabilities
compared to traditional neural MT systems in
translating cultural content.

In Arabic NLP, little effort was made to
benchmark the performance of LLMs in trans-
lating Arabic dialects. However, these ef-
forts fell short of assessing the full spec-
trum of Arabic-focused LLMs (Kadaoui et al.,
2023)(Alam et al., 2024). Furthermore, Ex-
isting Arabic dialect evaluation benchmarks
such as LAraBench (Abdelali et al., 2023),
SADID (Abid, 2020) and AraDICE (Mousi
et al., 2024) rely primarily on translated En-
glish content, rather than authentic dialectal
resources. This limitation extends beyond iso-
lated cultural elements to the entire linguistic
system, including culturally embedded gram-
mar, vocabulary, and idioms. Figure 1 shows a
failed attempt of GPT-4o to translate the cul-
tural Lebanese idiom ”el-hamem el-maa’toua’a
maytu” ݁٭؇ّި) ۰༟ިگޚৎ৊ (ا৵৥ৠ؇م , which means ”It’s
Chaos”. GPT-4o instead literally translates
it to ”a bathroom with no water supply”. The
field’s dependence on translated data under-
scores the urgent need for developing authen-
tic, culturally-aware datasets that capture the
true complexity of Arabic dialectal variations.
Appendix B provides a more comprehensive
overview of previous research in this domain.

Moreover, the evaluations of translation
tasks for Arabic dialects depend mainly on sta-
tistical metrics like the BLEU score, despite
substantial evidence showing its limitations in
evaluating fluency and meaning compared to
neural metrics such as xCOMET(Kocmi et al.,
2024)(Lee et al., 2023).

More specifically, in this work, we aim to
answer the following questions:

1. Do existing Lebanese-English datasets ac-
curately reflect translation quality, given
their English origins and limited Lebanese
cultural context?

2. Do LLMs and encoder-decoder models
perform equally across all datasets, or
do they struggle with culturally rich
datasets?

3. Which performs better in translating Ara-
bic dialects: LLMs or translation NMT
models?

To this end, we review the few existing
parallel Lebanese/English datasets and criti-
cally assess their shortcomings. We then in-
troduce our new curated dataset from the
Language Wave (LW) podcast, a collection
of culturally rich Lebanese content, and we
demonstrate how this dataset effectively ad-
dresses the limitations of existing resources
by ensuring cultural authenticity, a trait typ-
ically absent in datasets derived from non-
native sources. Through a comprehensive com-
parative analysis, we evaluate closed-source
Arabic-focused LLMs (Jais (Sengupta et al.,
2023), AceGPT (Huang et al., 2024), Cohere 3)
and the API-based model (GPT-4o4) against
open-source NMT systems (NLLB-200) (team
et al., 2022) and commercial translation ser-
vices (Google Translate), examining their per-
formance on culturally-rich Lebanese content
versus English-derived datasets.

Our key findings demonstrate several signif-
icant insights:

• A systematic analysis reveals a substantial
gap in existing parallel datasets regarding
cultural representation.

• While Arabic-focused LLMs and encoder-
decoder models exhibit comparable per-
formance on traditional English-origin
datasets, LLMs remarkably demonstrate
superior performance when processing
culturally-aware datasets.

• Open-source Command-R+ rivals GPT-4o
in cultural translation, promoting accessi-
ble tools.

• We demonstrate the effectiveness of
xCOMET as a reliable evaluation tool to
assess the translation quality from Arabic
dialects to English, with results showing a
high correlation with human judgment.

2 Existing Datasets
Open Subtitles(OS) (Krubiński et al.,
2023): A large dataset containing 120,600 sen-
tences derived from movie subtitles, available

3https://cohere.com/
4https://chatgpt.com/
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in both MSA and English. Researchers manu-
ally translated MSA sentences into Lebanese.
Despite its size, it has significant quality is-
sues stemming from using Modern Standard
Arabic (MSA) as an intermediary language for
translations. In addition, the dataset suffers
from cultural misalignment given its transla-
tion from Western-centric source material. We
refer to this data as OS (Open Subtitles).

MADAR CODA (Bouamor et al.,
2018): A corpus containing 2,000 English
sentences from the Basic Travel Expression
Corpus (BTEC) translated into 26 Arab city
dialects, with expanded coverage of 10,000
sentences for major cities, including Beirut.
While valuable for dialectal variation, the
dataset is limited by its simple sentence struc-
tures and its narrow focus on travel-related
content. The English-sourced translations also
potentially introduce cultural bias, limiting
its effectiveness for culturally-aware machine
translation applications.

Facebook Low Resource (FLoRes)
Corpus (team et al., 2022): A benchmark-
ing dataset containing 3,001 sentences from
Wikimedia projects, professionally translated
into over 200 languages. While broad in lan-
guage coverage, the dataset’s formal content
lacks the informal linguistic features and cul-
tural nuances essential for dialect translation.

Arabic-Dialect/English Parallel Text
(Zbib et al., 2012): A substantial cor-
pus developed through collaboration between
Raytheon BBN Technologies, LDC, and Sakhr
Software, containing 3.5 million tokens of Ara-
bic dialectal content with English translations,
focusing on Levantine and Egyptian dialects.
While potentially valuable, its restricted ac-
cess through LDC has limited its research im-
pact, with no comprehensive quality evalua-
tion existing in the literature.

3 Language Wave Dataset

The development of a parallel Lebanese
Arabic-English dataset addresses critical gaps
in existing translation resources for this di-
alect. Our comprehensive data collection pro-
cess focused on creating an authentic, diverse,
and professionally translated corpus that effec-
tively captures the nuances of Lebanese Ara-
bic while providing professional English trans-

lations. Through careful curation of Lebanese
media sources, we prioritized maintaining cul-
tural relevance and linguistic authenticity, en-
suring the dataset would serve as a valuable
resource for both academic research and prac-
tical applications.

We identified the ”Language Wave” pod-
cast5 as an invaluable resource in preserv-
ing cultural content. This podcast, with
its slogan ”Learn Lebanese Arabic with
transcribed podcast: episodes explor-
ing Lebanon and its people”, offers au-
thentic content that covers various topics
and language concepts, designed to enhance
Lebanese Arabic skills in active listening, read-
ing, vocabulary, and cultural context knowl-
edge. Through collaboration with the ”Lan-
guage Wave” podcast, we developed a com-
prehensive dataset encompassing 95 episodes,
which resulted in 2,947 Lebanese sentences
professionally translated into English. The
podcast’s colloquial style effectively mirrors
everyday Lebanese Arabic conversations and
mimics authentic, colloquial Lebanese Arabic.
We refer to our Language Wave dataset
as ”LW”.

4 Linguistic Analysis
LW dataset exhibits several distinguishing
characteristics when compared to MADAR,
FLoRes, and OS. The most significant at-
tribute is data authenticity among others.
While the aforementioned datasets are trans-
lated from foreign sources, LW is uniquely
crafted by professional translators, ensuring a
high degree of linguistic fidelity. To highlight
the distinctive features of the LW dataset, we
conduct comprehensive analyses, the results of
which are presented in Figure 2.

1. Sentence Length Distribution: Analy-
sis of sentence length distribution reveals
that LW exhibits a more balanced spread
across various lengths, indicating a more
natural and varied language usage.

2. Domain Distribution: We compiled
a comprehensive lexicon encompassing 8
prominent domains: arts, cuisine, cultural
heritage, geography, language, news, socioe-
conomic life, and travel and tourism. For
5https://languagewave.com/
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(a) Sentence Length Distribution

(b) Domain Distribution

(c) Cultural Awareness

Figure 2: Comparative Data Analysis between
MADAR, FloRes, LW and OS Datasets based
on three criteria: Domain Distribution, Cultural
Awareness, and Sentence Length distribution.

each dataset, we calculated the frequency
of domain words. LW demonstrates robust
representation in critical categories such as
cuisine, cultural heritage, and geography.
Notably, MADAR exhibits a bias towards
the travel and tourism domain, while OS
shows the least richness across all domains,
potentially due to its nature as movie subti-
tles. This distribution underscores the rich
diversity inherent in our dataset.

3. Cultural Awareness: To quantify this
crucial characteristic, we employed a Cul-
tural Awareness metric, inspired by the
work in (Naous et al., 2023) to assess the
cultural awareness of LLMs. We selected
five domains D = d1, ..., d5 where d1 =
”Food”, d2 = ”male names”, d3 = ”female
names”, d4 = ”beverages”, and d5 = ”lo-

cations”. For each domain di ∈ D and
dataset X, we calculated the frequency of
Arab terms (fA) and Western terms (fW )
through exact string matching. The Cul-
tural Awareness Score (CAS) for each do-
main is defined as:

CAS(di) =
fA(di) − fW (di)

fA(di) + fW (di)
∈ [−1, 1] (1)

where fA(di) and fW (di) represent the fre-
quency of Arab and Western terms re-
spectively in domain di. The results
demonstrate that LW consistently achieves
high positive CAS values for all categories,
particularly excelling in name recognition
(both male and female) and locations. This
exceptional performance distinctly sets LW
apart, indicating its superior ability to cap-
ture nuanced cultural context.
CAS as a Cultural Benchmark : The
Cultural Awareness Score (CAS) provides
an initial benchmark for quantifying cul-
tural representation in linguistic datasets,
while simultaneously acknowledging the in-
herent complexities of cultural linguistic
analysis. Although the metric employs a
binary classification of Arab and Western
terms, its primary value lies in establish-
ing a structured methodology for examining
cultural nuances in low-resource datasets.
To enhance the metric’s adaptability, a
great approach is to add on the Arab terms
we have by collaborating with linguistic ex-
perts who can provide comprehensive com-
pilations of region-specific expressions, id-
ioms, and cultural references that might
otherwise be overlooked in standard linguis-
tic analyses. This approach allows for po-
tential adaptation to other language con-
texts by leveraging expert knowledge in cul-
tural linguistics, and translation studies.

5 Quantitative Analysis
The core question guiding our analysis is the
following: How proficient are translation
models in producing translations that
preserve cultural nuances and context?

To address this question, we leverage our
Lebanese culturally-aware dataset, Language
Wave (LW), to assess the translation per-
formance of both decoder-only and encoder-
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Non-native Culturally-Aware
FLoRes OS MADAR LW

NLLB-3.1B 0.88463969 0.87022187 0.86595088 0.63533914
NLLB-moe-54B 0.89736591 0.92584903 0.88523401 0.65198355
Google-Translate 0.92879412 0.92916107 0.88343378 0.66453003
Jais-13B 0.84704429 0.84447611 0.88901745 0.70714775
Jais-adapted-70B 0.89354683 0.92794033 0.91857263 0.75139506
AceGPT-7B 0.79234672 0.81954603 0.82858921 0.66264395
AceGPT-70B 0.85027576 0.86379206 0.87928573 0.75365206
Aya32-8B 0.87830721 0.90754499 0.87050557 0.68780926
Aya-expanse-32B 0.90185826 0.91843578 0.89275793 0.75132963
Command-R+ 0.92475206 0.92651753 0.92847502 0.80957264
GPT-4o 0.93451795 0.93367150 0.92774067 0.79337348

Table 1: Comparative assessment of translation quality across encoder-decoder architectures (NLLB,
GoogleTranslate) and Large Language Models (Jais, AceGPT, Cohere, GPT-4o). The analysis spans
three established non-native benchmarks (FLoRes, MADAR, OS) and our culturally-aware LW dataset,
measuring xCOMET scores between reference and generated translations.

decoder models. Additionally, we compare
their performance when translating three
non-native datasets — FLoRes, MADAR,
and OS. For evaluation, we conducted a
thorough correlation analysis in section 7.
Our results show that xCOMET shows the
highest correlation with human judgment.
Hence, we adopt in this work xCOMET-10.7B
as our evaluation metric.

MT systems in Comparison: We evaluate
the following MT systems:
• NMTs: We evaluate the state-of-the-art

multilingual NLLB models: NLLB-3.1B
and NLLB-moe-54B. We also use the
Google-Translate engine in our comparison.

• LLMs: We examine the following Arabic-
focused open-source models: Jais-13B,
Jais-adapted-70B, AceGPT-7B, AceGPT-
70B, in addition to the multilingual open-
source Cohere models: Aya23-8B, Aya-
expanse-35B and Command-R+-104B. Fi-
nally, we used the closed API-based GPT-
4o model. More details about the models
are available in Appendix A.
Experimental Results: For decoder-only

models, we prompted the model as follows:
”You are a professional translator, translate
the following sentence from Lebanese to
English: Input: {sentence}”. In this study,
we focused solely on zero-shot prompting

for LLMs and used encoder-decoder models
without fine-tuning. This approach was
chosen to evaluate the innate capability of
these models to comprehend and translate
culturally rich and nuanced content without
relying on task-specific training.

The second question we aim to answer in
this analysis is: How do the performance
of LLMs and encoder-decoder models
compare, when handling culturally-
aware content? Our analysis reveals
intriguing patterns: for content derived from
Western cultures (MADAR, FLoRes, OS),
both architectures demonstrate comparable
performance, with encoder-decoder models
like NLLB-moe-54B and Google-Translate
achieving scores that occasionally surpass
decoder-only models like Jais-adapted-50B,
Command-R+. However, a notable diver-
gence emerges when handling culturally
rich Lebanese content. LLMs consistently
outperform NLLB and Google-Translate
on culturally-aware datasets. While Jais-
adapted-70B and Command-R+ maintain
scores in range (0.75-0.8) on LW’s cultural ex-
amples, encoder-decoder models’ performance
drops significantly to a range of around 0.65.
These findings suggest that the architectural
advantages of LLMs may be particularly
valuable for preserving cultural nuances in
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translation, though further research is needed
to fully understand this phenomenon. In ad-
dition, our analysis reveals a clear correlation
between LLM size and translation quality,
as measured by xCOMET scores. Larger
models like Jais-adapted-70B, AceGPT-70B,
and Command-R+ consistently outperformed
their smaller counterparts. Notably, the 104B
Command-R+ achieved comparable results to
GPT-4, even exceeding it on the LW dataset.
These findings suggest promising opportuni-
ties for developing accessible, high-quality
cultural translation tools.

6 Qualitative Analysis

To complement our quantitative findings, we
conducted a qualitative analysis focusing on
four distinct aspects of Lebanese-English cul-
tural translation: 1) cultural understand-
ing, 2) linguistic complexity, 3) id-
iomatic language, and 4) Ambiguity
in translation. We tested the transla-
tion of Lebanese expressions on four differ-
ent models. For encoder-decoder models, we
chose Google-Translate. For LLMs, we tested
the closed GPT-4o model, the multilingual
Command-R+-104B, and the Arabic-focused
Jais-adapted-70B. Some of these examples are
highlighted in figures 3-6 in Appendix D.

Cultural Understanding: Our initial
analysis examined terms that represent var-
ious aspects of Lebanese culture, including
religious references, social customs, and tra-
ditional practices. A notable example, shown
in Figure 3, involves social custom phrases
such as ”katb el-kteb” ا൞ശܳ؇ب) ,(܋ٺص denoting
the formal marriage contract announcement,
”el-mokaddam” ,(اৎ৊گڎم) referring to the bride’s
initial dowry, and ”el-moa’khar” (රඝ؊ৎ৊ا), in-
dicating the deferred dowry allocated to the
bride in case of divorce. While Google Trans-
late employed a literal translation approach
that failed to convey cultural significance,
LLMs exhibited enhanced comprehension of
cultural nuances, with Command-R+ demon-
strating exceptional translation accuracy that
surpassed even GPT-4o. Furthermore, we
tested the models’ cultural understanding on
the Lebanese term ”el-sett el-marje’youniye”
(۰ਃ಻ިݠۏأ٭ৎ৊ا ,(اܳފب which translates to ”the
lady from Marje’youn”- ”el-marje’youniye”

(۰ਃ಻ިݠۏأ٭ৎ৊ا) is an adjective derived from the
Lebanese village noun ”Marje’youn” .(ਵਦۏأ٭ިن)
We notice that Command-R+ was able to
convey this meaning in its translation, while
also preserving the tone of respect by trans-
lating (اܳފب) to ”lady” rather than ”woman”.

Linguistic Complexity: To assess lin-
guistic complexity, we extracted challenging
sentences from a Lebanese vocabulary text-
book, focusing on grammatical structures
and vocabulary unique to the Lebanese
dialect. This analysis revealed that while
models could effectively handle basic dialec-
tal variations, they encountered difficulties
with unique Lebanese vocabulary. A par-
ticularly illustrative challenge emerged in
the translation of ”Lebanized” verbs (non-
Semitic verbs that have been morphologically
adapted to Lebanese linguistic patterns).
Figure 4 presents the example of such a
verb- ”mdapras” ,(݁ڎߑߵس) which means ”got
depressed.” Furthermore, Lebanese Arabic
is characterized by distinctive terms that
often carry subtle contextual implications. As
demonstrated in Figure 4, the term ”anja’”
(؊෠ຶأ) emphasizes a narrow escape or marginal
success, typically carrying undertones of
fortunate timing. While Google Translate
failed to convey the meaning accurately,
LLMs performed significantly better, with
Command-R+ particularly successful in
capturing the subtle undertones, translating
(؊෠ຶأ) as ”barely managed” rather than ”man-
aged.” Similarly, the Lebanese term ”yestefil”
(لݱޚڰܭ) conveys indifference or detachment
regarding another person’s situation or deci-
sion, often implying personal responsibility
for consequences and carrying a tone of
irritation. While Google Translate struggled
significantly with this term, LLMs demon-
strated superior comprehension. Notably,
while GPT-4 incorrectly translated this term
as ”suit yourself,” Jais and Command-R+
provided more accurate translations with
”Let him be.”

Idiomatic Language: Our third analysis
examined the use of Lebanese idioms, with
particular attention to everyday expressions.
A representative example shown in Figure 5
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is ”ana bi wadi w inti bi wadi” ًިادي) ॷड़रᎂو ًިادي
,(أَ؇ literally meaning ”I am in a valley and
you are in a valley”. This phrase is used to
indicate a significant disconnect between two
parties’ perspectives and is often translated
literally by Google Translate, resulting in the
loss of its cultural significance. Similarly, the
idiomatic expression ”hases hali metl la’trach
bzaffe” ً؇ෑෂڣ۰) ا৙৑ޗݠش ݁ٺܭ ሒᇿ؇༡ ༡؇ݿݴ ), literally
translates to ”I feel like a deaf person in a
wedding ceremony”, but usually means ”I feel
out of place”. Note that LLMs are usually able
to describe situations where an idiom is used,
which opens horizons for exploring different
prompting techniques that can guide LLMs
to translate culturally-aware expressions.

Ambuiguity: Translation in Arabic and
Abjad scripts can be ambiguous due to the ab-
sence of diacritics, which leaves words open to
multiple interpretations based on context. Ad-
ditionally, using adverbs connected to verbs
can alter meaning subtly, making it difficult
for machine translation systems to capture
their intended use. Examples of ambiguous
translations are shown in Figure 6. The Ara-
bic word ,(܋ٺྟب) can be transcribed based on
diacritics as ”katabet” or ”katabit”, meaning
”I wrote” or ”she wrote”, depending on the
context. Another example is the reference to
an adverb; the expression ”el-walad wa’aa’ a’n
lkersi fankasaret e’jru” اරජو) ڣٷܝ๤ཏت ๴ང୍ଲܳـ ؜݆
وڢؕ ᄴᄟިܳا ), translates to ”The boy fell from the
chair and he broke his/its leg”. Despite strate-
gic attempts to disambiguate these terms and
provide contextual clarity, both Google Trans-
late and LLMs failed to provide correct trans-
lations.

Our comparative analysis of Lebanese-
English translation models reveals a clear
hierarchy in translation capabilities, with
Command-R+ and GPT-4o consistently out-
performing other models across cultural, lin-
guistic, and idiomatic dimensions, while tra-
ditional encoder-decoder models like Google
Translate showed significant limitations and
often fail to capture cultural significance. De-
spite the clear advantage of LLMs, they still
struggle in many scenarios, especially in id-
iomatic and ambiguous settings.

7 Cultural Translation Landscapes

Our methodological approach for Lebanese
dialect translation provides a framework for
addressing challenges in low-resource lan-
guages, especially those using Arabic scripts,
given the common linguistic challenges they
face, including diacritization, lexical ambigu-
ity, and preserving culturally embedded ex-
pressions.(Ishaku et al., 2020).

Another common challenge is the lack
of carefully curated, culturally-rich datasets.
A few notable examples include the Cur-
ras+Baladi dataset(Haff et al., 2022), which fo-
cuses on translating authentic songs and blog
posts for the Levantine dialect. Efforts were
also made to collect such datasets in Egyp-
tian (Al-Sabbagh, 2023). Furthermore, the
Boston University research project on Ajami
Literacy, supported by the National Endow-
ment for the Humanities, has made significant
strides by digitizing manuscripts in four West
African languages (Hausa, Mandinka, Fula,
and Wolof), providing transcriptions, transla-
tions, and multimedia resources (Ngom et al.,
2023). Despite these efforts, existing linguis-
tic resources remain insufficient to comprehen-
sively address the complexities of translating
Arabic-script languages.

Building upon our analysis of Lebanese di-
alect translation, this study made an addi-
tional effort to explore some of the linguis-
tic commonalities across other Arabic-script
languages, with a specific focus on Hausa
and Wolof Ajami languages. Our analysis
concentrates on the nuanced translation of
idiomatic expressions, culturally specific ter-
minology, and religious lexicons. Compara-
tive translation examples for both Hausa and
Wolof from GPT-4o and Google Translate, are
detailed in Appendix D and illustrated in Fig-
ures 7-10, providing a comprehensive examina-
tion of challenges inherent in these culturally-
rich low-resource languages. All examples are
taken from resources in (Ngom et al., 2023).
Similarly to Lebanese, preliminary findings on
Hausa and Wolof reveal that LLMs demon-
strate notable limitations in accurately inter-
preting cultural expressions, though they ex-
hibit marginally superior performance com-
pared to Google Translate. These results un-
derscore the critical need for further compre-

120



hensive linguistic analysis that moves beyond
mere lexical conversion to a more profound un-
derstanding of cultural meaning-making pro-
cesses.

8 Metric Correlation Analysis

Machine translation evaluation relies on
numerous established metrics, each with its
own strengths and methodologies. While
learned neural metrics like COMET(Rei et al.,
2022) and BERTScore (Zhang et al., 2019)
have demonstrated superior correlation with
human judgment compared to traditional
metrics like BLEU (Kocmi et al., 2024)(Lee
et al., 2023), the latter is still widely used
in Arabic NLP. To evaluate the effectiveness
of different automatic metrics for Lebanese
dialect to English translation, we conducted
a correlation analysis with human judgment.
The experiment was designed to balance
between rigor and resource constraints.

Metrics to evaluate: BLEU(Papineni
et al., 2002), BERTScore(Zhang et al., 2019),
COMET(XLM-R Large)(Rei et al., 2022),
and xCOMET-10.7B(Guerreiro et al., 2023).
More details are provided in Appendix C.1.

Dataset: We conducted a human evalu-
ation study using 150 sampled sentence pairs
from our Lebanese Arabic (LW) dataset. The
sample was strategically selected to ensure
authentic Lebanese content and balanced
representation across various linguistic phe-
nomena and complex grammatical structures,
as well as diverse domain topics. For our
evaluation, we chose to focus on translations
generated by the Aya23-8B model. This
decision was motivated by our aim to obtain
meaningful human ratings across the full spec-
trum of translation quality (good, acceptable,
and poor). While models like GPT-4o6 and
larger architectures such as Command-R+7

typically produce high-quality translations,
and NLLB-1.5B(team et al., 2022) often
contains numerous errors, Aya23-8B generates
translations with sufficient variation in quality
to facilitate nuanced human evaluation.

6https://chatgpt.com/
7https://dashboard.cohere.com/playground/chat

Human Annotation Guidelines: The
translations of the 150 sentences were sub-
sequently subjected to human assessment
to evaluate their quality. Three bilingual
annotators, fluent in both Lebanese dialect
and English, evaluated each translation. The
annotation process and the scoring rubric are
provided in Appendix C.2.

Correlation Analysis: We calculated
Krippendorff’s alpha to measure the agree-
ment between annotators. The threshold for
acceptable agreement was set at α ≥ 0.6, indi-
cating substantial agreement.

For each metric, we calculated:
• Pearson correlation coefficient (r) for lin-

ear correlation
• Spearman correlation coefficient (ρ) for

monotonic correlation
• Statistical significance (p-value < 0.05)

The results of our assessment, presented in Ta-
ble 2, reveal significant variations in metric
performance. BLEU demonstrates the weak-
est alignment with human judgment, exhibit-
ing minimal correlation coefficients (r = 0.098,
ρ = 0.074). In contrast, xCOMET achieves
a substantially higher correlation with human
evaluations (r = 0.606, ρ = 0.631), indicat-
ing its superior reliability as an automatic
evaluation metric. These findings underscore
the comparative advantage of neural-based
metrics, particularly COMET and xCOMET,
over traditional approaches. Notably, the
stronger performance of xCOMET compared
to COMET may be attributed to its en-
hanced interpretability and larger model ca-
pacity. Furthermore, the results empirically
demonstrate the limitations of BLEU as a reli-
able metric for translation quality assessment
in this context.

Metric r ρ p

BLEU 0.098 0.074 0.0336
BertScore 0.492 0.430 0.0000
COMET 0.523 0.461 0.0000
xCOMET 0.606 0.631 0.0000

Table 2: Correlation coefficients (Pearson’s r and
Spearman’s ρ), measuring alignment between hu-
man scores and automated metrics
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9 Conclusion

Unlike existing datasets derived from trans-
lated foreign sources, we curated, in this work,
the Language Wave (LW) dataset that cap-
tures the nuances of colloquial Lebanese Ara-
bic. Our linguistic analysis demonstrates LW’s
superior cultural richness, providing a resource
that potentially aids the development of cul-
turally sensitive AI applications.

Furthermore, our analysis reveals a striking
disparity in model performance between non-
native/translated and culturally-rich content,
highlighting the inadequacy of current evalu-
ation approaches for handling culturally nu-
anced content. In addition, we show the sub-
stantial performance gap between LLMs and
encoder-decoder models when translating cul-
turally relevant Lebanese content. While tra-
ditional encoder-decoder models often default
to literal translations that fail to capture cul-
tural significance, LLMs are usually better at
finding cultural alternatives.

A comprehensive qualitative analysis of id-
iomatic expressions, cultural semantics embed-
ded in Lebanese Arabic, and the inherent lin-
guistic ambiguity of Arabic scripts highlights
the complexity of translating Lebanese, a lan-
guage deeply rooted in its culture. Finally, we
demonstrate how this analysis can be adapted
to other Arabic-script languages that share
similar linguistic and cultural characteristics.

10 Limitations and Future Works

The current study presents some limitations.
We evaluated LLMs only in a zero-shot set-
ting, while there is a promising potential for
exploring more sophisticated prompting tech-
niques to enhance LLMs translation perfor-
mance. The use of xCOMET score as an eval-
uation metric also can present limitations due
to its Western-centric training data, indicat-
ing the need for more culturally appropriate
evaluation methodologies, potentially through
human evaluation or LLM-based assessment.
While conducting the human assessment, we
did not explicitly give instructions to score the
fidelity of preserving cultural terms, and id-
ioms in translation. While qualitative analy-
sis provided valuable insights, a more compre-
hensive human evaluation remains an area for
further exploration. Furthermore, while the

Language Wave dataset represents a signifi-
cant step forward, it does not fully capture the
regional dialectal variations within Lebanon,
and significant challenges remain in developing
robust culturally-aware translation data, and
accurately benchmarking these datasets. Fi-
nally, resource constraints limited our model
evaluation scope, leaving several prominent
multilingual LLMs untested, including Claude,
LLaMA, and ALLaM (Bari et al., 2024).

The results of this work suggest that the
path forward for the translation of Arabic-
scripts low-resource languages may lie not just
in scaling existing architectures, but in fun-
damentally rethinking how we approach cul-
tural preservation, through the careful cura-
tion of culturally authentic training data and
the potential advantages of open-source LLMs
for handling culturally nuanced content. By
demonstrating in this paper some of the lim-
itations that LLMs face in translating Ajami
scripts, we pave the way for the research com-
munity to explore the interplay between lin-
guistic diversity and cultural preservation in
translation.
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A Translation Models

Jais: MBZUAI introduced the largest openly
available Arabic language models, known as
Jais ranging from 590M to 70B (Sengupta
et al., 2023), which quickly captured the
attention of the Arabic research community.
These models were built based on the GPT
architecture and pre-trained using a blend of
English and Arabic datasets, making them
ideal candidates for the translation task.
However, Jais’s primary limitation lies in its
heavy reliance on translated datasets, driven
by the scarcity of high-quality Arabic datasets.
Notably, this reliance on translated data can
introduce ”localization issues,” potentially
undermining the reliability and applicability
of the models in native contexts, specifically
in the translation of cultural content. (Huang
et al., 2024) have observed an apparent bias in
Jais, and showed that Jais produced outputs
with a notable inclination toward English-
centric content, frequently emphasizing terms
associated with Christianity, for instance.

AceGPT: Decoder-only models built
on top of LLaMA2, ranging from 7 billion
to 70B billion(Liang et al., 2024)(Huang
et al., 2024). Developers of AceGPT tried to
address the challenge of Arabic localization
and cultivate culturally and value-aligned
Arabic LLMs capable of accommodating the
diverse, application-specific needs of Arabic-
speaking communities. They delved into the
critical necessity and the methodology behind
creating a localized Large Language Model
specifically tailored for the Arabic language,
which possesses distinct cultural traits that
aren’t adequately accommodated by current
open-source mainstream models. Their main
contribution was in using Reinforcement
Learning with AI Feedback (RLHF) to align
the model’s responses with the cultural and
value norms of Arabic-speaking communities.
GPT4 was used to rank answers based on how
well they represent Arabic values. Nonethe-
less, the Arabic localization challenge persists.
The pool of prompts that Arabic users will use
is pretty much different than the one used by
English speakers, and it should predominantly
reflect the queries of Arab users, which would
inherently carry more cultural relevance.
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Cohere Models: The Aya initiative,
developed by CohereAI, seeks to bridge the
gap between multilingual and monolingual
model performance. Most promising multilin-
gual Aya models are Aya23 and Aya-expanse
which ranges from 8B to 33B parameters and
cover 23 languages. Since its inception two
years ago, the Aya project has involved a
participatory research effort with over 3,000
contributors from 119 countries, fostering
the development of culturally-aware AI. This
collaboration has produced the largest multi-
lingual dataset collection to date, consisting
of 513 million examples, alongside comprehen-
sive evaluation sets focused on multilingual
performance and safety. In addition, the
largest model from Cohere is Command-R+,
a 104B parameter model with highly ad-
vanced capabilities, evaluated on 10 languages
including Arabic. Unlike approaches that
rely on translating English instruction-style
datasets—prone to translation biases and loss
of cultural context, Cohere’s methodology
emphasizes human-curated data collected
through the Aya Annotation Platform. This
platform facilitated the creation of the Aya
dataset, which stands as the largest human-
curated multilingual instruction finetuned
dataset, enhancing the model’s ability to
reflect diverse cultural nuances and reducing
the noise and biases typically associated with
automatic dataset curation. As such, Cohere
models are one of the most promising models
to test on cultural understanding, especially
in the translation of low-resource dialects.

NLLB Models: The NLLB (No Language
Left Behind) project(team et al., 2022),
launched by Meta AI in 2022, represents
a significant leap forward in multilingual
machine translation. This family of models
ranging from 560M to 54B, is designed to
support translations across 202 different
language varieties, addressing the need for
more inclusive language representation and
overcoming the limitations that many mod-
els face when working with low-resource
languages. Central to the NLLB project
is its encoder-decoder architecture, which
distinguishes it from large language models
(LLMs) that primarily rely on decoder-only

or transformer-based approaches. Unlike
LLMs which are typically optimized for a
broad range of generative tasks, the NLLB
model’s architecture is specifically tailored to
translation, enabling more precise handling of
input and output sequences. To ensure the
quality of its translations, Meta AI introduced
a comprehensive evaluation dataset called
FLORES-200, which serves as a benchmark
for assessing performance across all supported
languages, and it showed NLLB superiority
compared to existing datasets.

B Related Work

B.1 Benchmarking LLMs for
Translation of
Low-Resource/Dialectal
Languages

The recent surge of Multilingual Large Lan-
guage Models (MLLMs) has sparked a debate
on their effectiveness in machine translation
tasks compared to specialized translation sys-
tems(Xu et al., 2023). Research in (Hendy
et al., 2023) and (Jiao et al., 2023) show that
GPT models can translate effectively with
proper prompting, however, they may strug-
gle with specialized content in certain lan-
guage pairs compared to dedicated translation
services. Furthermore, studies have shown
enhanced translation performance of open-
source LLMs through better prompting, like
self-correction (Feng et al., 2024), Dictionary-
based prompting(Ghazvininejad et al., 2023),
and imitating human-like thinking by splitting
the translation task into small subtasks(He
et al., 2023). Autonomous Agents were also
explored in LLMs(Barua, 2024)

Despite these advancements, the issue of
translating low-resource languages remains
largely unaddressed. Both (Tanzer et al.,
2023) and (Zhang et al., 2024) show that LLMs
are capable of translating a new language that
did not exist in the pre-training data. A paper
that discusses how they leveraged LLMs for
translation of low-resource languages in Saris
(Ondrejová and Šuppa, 2024).

126



B.2 Benchmarking LLMs on Arabic
translation

In the domain of machine translation (MT)
from Arabic dialects to English, significant
advancements have been made through the de-
velopment of specialized datasets and the use
of pre-trained Neural networks. Despite these
efforts, the scarcity of parallel corpora for less
common Arabic dialects and English poses a
challenge, with most neural machine trans-
lation systems, including Google Translate,
primarily relying on MSA and English cor-
pora. This approach has proved its weakness,
as evidenced by the authors in (Al-Sabbagh,
2023) who evaluated Google Translate’s per-
formance in the Egyptian dialect. Researchers
in https://aclanthology.org/2024.arabicnlp-
1.24.pdf benchmarked LLaMA3 on NLG
Arabic tasks, including translation of code-
switched arabic dialects to English. (Kadaoui
et al., 2023) focused on evaluating the capa-
bilities of models such as Bard and ChatGPT
across a spectrum of Arabic dialects. They
evaluated NLLB as the supervised baseline,
finding both ChatGPT and GPT-4 able to
outperform this baseline in a zero-shot setting.
Still, this research underscores the challenges
related to dialectal diversity and linguistic
inclusivity of the Lebanese dialect and only
evaluates large closed models. Superior LLMs
like ChatGPT and GPT-4 are only accessi-
ble through restricted APIs, which creates
barriers to new research and advancements
in the field. None of these works focused
on evaluating dialectal MT tasks for Smaller
Arabic language models such as AceGPT and
Jais. (Khondaker et al., 2024) benchmarked
LLaMA3 on NLG Arabic tasks, including
translation of code switched Arabic dialects
to English. (Abdelali et al., 2023) developed
LAraBench, a benchmarking Arabic AI with
Large Language Models, they benchmarked
on the AraBench. Likewise, (Abid, 2020)
developed the SADID benchmark for evalu-
ating Arabic dialects. However, they asked
people what are the most topics they speak in
their dialect, and they selected sources from
Wikipedia in English, and then translated
them. however, they chose English as the
language of our source sentences instead of
MSA so as not to bias our translations.

B.3 LLMs and cultural-awarness

Translating culture-related content is vital for
effective cross-cultural communication. Re-
cent research has benchmarked machine trans-
lation for cultural awareness (Yao et al., 2024)
and demonstrated that Large Language Mod-
els (LLMs) exhibit superior capabilities com-
pared to traditional neural MT systems in
leveraging external cultural knowledge, es-
pecially for Culturally-Specific Items (CSIs)
translation. In the Arabic language domain,
this challenge is further complicated by dialec-
tal variations and the scarcity of high-quality
datasets. This difficulty hinders the analy-
sis of cultural awareness of machine transla-
tion (MT) systems, including traditional neu-
ral MT and the emerging MT paradigm using
large language models (LLM). Arabic-centric
LLMs like Jais and AceGPT, while showing
promise in Arabic NLP, face limitations due
to their reliance on translated datasets, in-
troducing ”localization issues”(Huang et al.,
2024). Recent initiatives like Dallah(Alwajih
et al., 2024), a dialect-aware multimodal LLM
for Arabic, represent ongoing efforts to bet-
ter accommodate the distinct cultural traits
and dialectal variations that current main-
stream models struggle to capture. Neverthe-
less, some effort have been made to benchmark
LLMs on cultural awareness. (Naous et al.,
2023) measured the cultural bias and LLMs ,
while AraDICE benchmark(Mousi et al., 2024)
was developed to assess LLMs’ cultural aware-
ness and dialect comprehension. Researchers
leveraged MT, specifically from English to
MSA and MSA to dialects, combined with hu-
man post-editing, to develop synthetic bench-
marks for low-resource DA. However, these
evaluation efforts themselves often rely on
translated benchmarks from English to Mod-
ern Standard Arabic (MSA) and subsequently
to dialects, highlighting a persistent chal-
lenge in developing authentic resources for low-
resource Arabic dialects. While current work
on cultural awareness in Arabic dialects pri-
marily focuses on CSIs, the challenge extends
far beyond isolated cultural items to encom-
pass the entire linguistic system - including
verbs, vocabulary, grammar structures, and id-
iomatic expressions that are deeply rooted in
cultural context. Despite dialects being deeply
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rooted in cultural context, the field continues
to rely heavily on translated data due to re-
source scarcity, suggesting a critical need to
redirect efforts toward developing authentic,
culturally-aware datasets that capture the full
richness of Arabic dialectal variations.

C Aligning Metrics with Human
Judgement

In the field of Neural Machine Translation
(NMT), the accurate evaluation of translation
quality remains a critical challenge. While tra-
ditional lexical-based metrics such as BLEU
(Papineni et al., 2002) and CHRF(Popovic,
2015) have been widely used, they often
fall short in capturing the nuanced aspects
of translation quality, particularly seman-
tic equivalence and grammatical correctness.
This limitation has led to the development
of more sophisticated evaluation techniques,
among which xCOMET stands out as a
promising solution.

C.1 Translation Evaluation Metrics
The evolution of machine translation metrics
can be broadly categorized into four main
types:

1. Lexical-based metrics: These in-
clude widely used measures such as
BLEU(Papineni et al., 2002), ME-
TEOR(Lavie and Agarwal, 2007), and
TER(Snover et al., 2006). While these
metrics have been instrumental in the
development of NMT systems, they pri-
marily focus on surface-level similarities
between the machine translation output
and reference translations. Their inabil-
ity to account for semantic equivalence
limits their effectiveness in accurately
assessing translation quality.

2. Embedding-based metrics: These
metrics, such as BERTScore(Zhang et al.,
2019), utilize contextual embeddings to
capture semantic similarities between
translations. By leveraging pre-trained
language models, they offer a more nu-
anced evaluation that considers the con-
text.

3. Supervised metrics: These met-
rics, exemplified by Cross-lingual Opti-

mized Metric for Evaluation of Trans-
lation(COMET)(Rei et al., 2022), are
trained on human judgments of transla-
tion quality. While they show a higher
correlation with human evaluations, their
reliance on labeled data can limit their ap-
plicability to low-resource languages.

4. Interpretable metrics: This emerging
category of metrics aims to provide trans-
parent and explainable evaluations of ma-
chine translations. xCOMET(Guerreiro
et al., 2023) falls into this category, of-
fering significant advantages over previ-
ous approaches. Unlike black-box met-
rics, xCOMET provides detailed insights
into specific translation errors. This gran-
ular approach allows for a more compre-
hensive understanding of translation qual-
ity and pinpoints areas for improvement.
It can also be used for quality estimation
without a reference, reference-only evalu-
ation, or full source-reference-hypothesis
evaluation. This flexibility makes it a ver-
satile tool for various translation assess-
ment needs. By leveraging advanced lan-
guage models and fine-grained error de-
tection, xCOMET achieves a higher corre-
lation with human evaluations compared
to traditional metrics. With models rang-
ing from 3.5B parameters (xCOMET-XL)
to 10.7B parameters (xCOMET-XXL),
xCOMET can be scaled to meet various
computational requirements and evalua-
tion needs.

C.2 Metric Correlation Analysis

Annotation Process: Each annotator in-
dependently rated all 150 translations. An-
notations were collected through a spread-
sheet with source text, translation, and scor-
ing columns. Annotators were instructed to:

1. Read both source and translation care-
fully

2. Consider both accuracy and fluency
3. Apply scores consistently according to

the rubric

Annotation Guidelines: We instructed an-
notators to carefully read and follow the guide-
lines shown in Table 3.
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Score Category Description Examples

5 Very Good • Completely preserves
meaning

• Natural English expres-
sion

• No grammatical errors

• Source: ؟ ّأ݄ܭ ؜ܾ ނި
• Translation: What are you do-

ing?

4 Good • Minor flaws that don’t af-
fect understanding

• Slight unnatural expres-
sions

• Minor grammatical issues

• Source: اଫଊܳد ݆݁ ݁ިت ؜ܾ
• Translation: I am dying from

the cold
• Comment: slightly literal but

acceptable

3 Adequate • Core meaning preserved
• Some unnatural expres-

sions
• Notable but non-critical

errors

• Source: ௧ௌ੆۱؇ࠍ ނި
• Translation: What is this talk
• Comment: understandable but

unidiomatic

2 Poor • Significant meaning loss
• Major grammatical errors
• Difficult to understand

• Source: َڰَݴَ มฃ؜ޚ٭
• Translation: Give me breath
• Comment: literal translation

1 Incomprehensible • Complete meaning loss
• Severe grammatical errors
• Impossible to understand

• Source: ! ًأݥ ؜݆ ༡ߺࠊّ
• Translation: Sweet each other!
• Comment: completely misses

meaning

Table 3: Translation Quality Assessment Rubric for Lebanese Dialect to English Translation

D Qualitative Examples
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Figure 3: Two examples highlighting the performance of four models: Jais-70B, Command-R+, GPT-4o
and GoogleTranslate in translating Lebanese cultural expressions. The first example contains social terms
used in a Lebanese Wedding, while the second example refers to a Lebanese custom in one village.
Bold: Challenging Lebanese Terms : correct translation : wrong translation
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Figure 4: Three examples showing the performance of four models: Jais-70B, Command-R+ from Cohere,
GPT-4o and GoogleTranslate in translating unique Lebanese linguistic terms. The first example contains
the Lebanese term ؊෠ຶأ, the second example have the Lebanized word ,(݁ڎߑߵس) while the third example
focuses on the translation of the famous Lebanese word .(لݱޚڰܭ)
Bold: Challenging Lebanese Terms : correct translation : wrong translation
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Figure 5: Two examples focusing on the performance of four models: Jais-70B, Command-R+, GPT-4o
and GoogleTranslate in translating Lebanese idioms. The first example depicts a famous idiom ًިادي ॷड़रᎂو
ًިادي أَ؇ which means ”We’re on different pages”, while the second example shows the proverb ً؇ෑෂڣ۰) ا৙৑ޗݠش
݁ٺܭ ༡؇ݿݴ ) which means ”I feel out of place”.
Bold: Challenging Lebanese Terms : correct translation : wrong translation
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Figure 6: Two examples focusing on the performance of three models: Command-R+, GPT-4o and
GoogleTranslate in translating Lebanese ambiguous expressions. The first example depicts the verb܋ٺྟب
which can either mean ”I wrote” or ”she wrote”, while the second example show the expression اරජو which
can translate into ”his leg” or ”its leg”.
Bold: Challenging Lebanese Terms : correct translation : wrong translation
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Figure 7: Example showing the translation of GPT-4o and Google-Translate for the Hausa expres-
sion ”al’adar mata” ( َ֙ َ ڲ ٱڤո֔درَ ), a cultural term that refers to the women menstruation. The word
”mata”( َ֙ َ (ڲ in Hausa means tradition but when talking about women, it refers to the monthly menstrual
cycle, thus GPT-4o literally translated the expression to ”Women Traditions”.

Figure 8: Example showing the translation of GPT-4o and Google-Translate for the Hausa proverb
”Zamani kowa da na shi”(ِش نَ دَ ټܙاَ زڲոََنِ ) which literally translates to ”Everyone has his reign”. The
proverb is used to mean that nothing lasts forever. It also refers to the fact that each regime comes with
its policies, which will not last forever.
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Figure 9: Example showing the translation of GPT-4o and Google-Transalte of the Wolof expression
”Bind Kamiil”(ِڲڞပَ྾ ॾ఩ْْ׿ ), an expression term that refers to the practice of ”writing an entire copy of
the Quran”, before graduating from the elementary level of Quranic education. GPT-4o and Google
Translate fail to acknowledge the cultural relevance of this expression.

Figure 10: Example showing the translation of GPT-4o and Google-Translate for the Wolof term ”Sànc
daara”(دارا ,(ո۰ֿۂ a religious expression that means ”To create a Quranic school”. It is regarded as an
honor in Wolof society and one of the ultimate goals of many Quranic school students. While (ո۰ֿۂ) can
have many meanings clean/establish/save, using دارا) (ո۰ֿۂ together usually refers to building a Qur’anic
school.
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Abstract 

This paper presents a rule-based automated 
system for generating both Arabic verb 
conjugations and their corresponding Urdu 
translations. The system processes triliteral, 
non-weak Arabic roots across key tenses 
Past Simple, Past Simple Negative, Present 
Simple, and Present Simple Negative. 
Addressing the challenges posed by Arabic 
morphology, our rule-based approach 
applies patterns and morphological rules to 
accurately produce verb conjugations, 
capturing essential grammatical variations 
in gender, number, and person. 
Simultaneously, the system generates Urdu 
translations using predefined patterns that 
is aligned with the grammatical nuances of 
Arabic, ensuring semantic consistency. As 
the first system of its kind, it uniquely 
provides a cross-lingual resource that 
bridges two linguistically similar but 
distinct languages. By focusing on rule 
based precision and dual-language outputs, 
it addresses critical gaps in NLP resources, 
serving as a valuable tool for linguists, 
educators, and NLP researchers in 
academic and religious contexts where 
Arabic and Urdu coexist. 

1 Introduction 

The Arabic language, deeply rooted in the Semitic 
language family, presents significant challenges in 
natural language processing (NLP) due to its intricate 
morphological structure, particularly in verb 
conjugations [1]. Arabic verbs are inflected for 
tense, voice, gender, number, and person, creating 
complex conjugation tables that reflect each verb’s 

 
1https://github.com/haqnawaz99/Arabic
-Urdu-Conjugation-Dataset 

nuanced forms [2]. These conjugations involve the 
combination of triliteral roots, prefixes, and suffixes to 
indicate grammatical distinctions, which are further 
diversified across Classical Arabic, Modern Standard 
Arabic, and colloquial dialects. Such features, along 
with unique tenses and forms, make the automation 
of Arabic verb conjugation a challenging task for 
NLP applications [3]. 
 In this paper, we address these challenges 
by developing a rule-based automation system for 
generating Arabic verb conjugations from triliteral, 
non-weak root words across four specific tense 
categories: Past Simple, Past Simple Negative, 
Present Simple, and Present Simple Negative and 
generating Urdu translations for these sentences. 
This approach leverages the systematic structure of 
Arabic morphology to handle common triliteral 
root patterns, or Baab patterns, ensuring accurate 
inflection across gender, number, and tense. 
Additionally, to support cross-lingual applications, 
each generated conjugated form is provided with 
an equivalent Urdu translation, allowing for 
broader accessibility and use in multilingual NLP 
settings. This work focuses on triliteral, non-weak 
roots in Classical Arabic, but future extensions 
could address weak roots, dialectal Arabic, and 
languages like Persian and Pashto by adapting 
morphological rules. This aligns with the growing 
need for computational resources that bridge less-
resourced languages with modern NLP 
advancements, particularly in religious and 
educational contexts where both Arabic and Urdu 
are commonly used. The dataset is available in 
GitHub1. 
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2 Contributions 

Our contributions are as follows: 
 

2.1 A Rule-Based Automation System for 
Arabic Verb Conjugation 
 
Our system currently focuses on Arabic triliteral, 
non-weak root verbs for Past Simple, Past Simple 
Negative, Present Simple, and Present Simple 
Negative forms. Future work includes expanding 
coverage to weak roots and quadrilateral roots, 
requiring tailored morphological rules and pattern 
adaptations. The system applies Arabic 
morphological rules, addressing gender, number, and 
tense variations in accordance with different patterns. 
Our focus on non-weak roots allows us to refine 
conjugation accuracy and computational efficiency. 
 
2.2  Integration of Urdu Translations for 
Conjugated Forms 
 
Each Arabic verb form is paired with its 
corresponding Urdu translation, fostering cross-
lingual applications and enabling Urdu speakers to 
leverage computational insights into Arabic verb 
morphology. This integration enhances 
accessibility and understanding, especially in 
contexts demanding a precise grasp of Arabic 
grammar. 
 
2.3  Detailed Analysis of Accuracy and 
Impact  
 
We conducted a detailed analysis of the system's 
accuracy, evaluating its effectiveness in correctly 
applying Arabic morphological rules. This 
assessment highlights the system's significant 
contributions to computational linguistics, 
particularly for less-resourced languages such as 
Arabic and Urdu. Our work involved 200 Arabic 
root words, generating 78 variations for each verb, 
resulting in a comprehensive dataset of 14,400 
entries, accompanied by their Urdu translations. 
The dataset underwent meticulous review by a team 
of religious scholars of Jamia Ashrafia 2  Lahore 
Pakistan, with deep expertise in Arabic morphology 
and the Urdu language. This rigorous approach 
underscores the system's ability to handle specific 
verb forms, achieving high linguistic fidelity in the 

 
2 https://jamiaashrafia.org/ 

generated outputs and ensuring precision and 
relevance across both languages. 

3 Background and Related Work  

 Research in Arabic natural language processing 
(NLP) has advanced significantly over recent 
years, driven by the need to develop robust 
computational tools for processing Arabic’s 
complex morphological structure [4]. Arabic 
morphology, particularly verb conjugation, poses 
unique challenges due to the language’s rich 
inflectional system, including variations across 
tense, gender, number, and voice [2]. 

However, while Arabic NLP has made strides in 
verb root extraction and morphological analysis, 
little attention has been given to the integration of 
Urdu translations. Urdu, despite its shared script 
and vocabulary with Arabic, lacks the level of 
computational resources available for Arabic NLP. 
Prior work in Arabic NLP has primarily focused on 
Arabic syntax and morphology within Arabic 
contexts [5]. There is very limited exploration into 
cross-linguistic applications or extensions for Urdu 
language for translation purposes. Our system 
bridges grammatical alignment between Arabic 
and Urdu, addressing the lack of bilingual 
resources for these languages. This gap 
underscores the need for focused efforts to bridge 
Arabic NLP methodologies with Urdu linguistic 
resources to enhance their mutual computational 
potential. Another research introduced a novel 
approach to help Arabic learners understand and 
memorize the meanings derived from 
morphological changes (wazn al-ṣarf), which often 
lead to translation errors. By identifying key 
morphological constructions and their associated 
meanings, the study represents them in a didactic 
poetic form (naẓm) using the Rajz prosodic 
structure. An Android application was developed to 
deliver the naẓm, comprising 9 chapters and 32 
verses, enhancing accessibility and usability. 
Validation tests rated the application highly 
(87.61%), confirming its effectiveness. This tool 
offers an innovative solution for teachers and 
learners to master Arabic morphology more 
efficiently. 
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4 Methodology 

4.1 Data source: 
Our system relies on a dataset of Arabic triliteral 
roots, we selected the most used trilateral root 
words used in Quran and Classical Arabic 
literature. These roots serve as the foundation for 
generating full verb conjugation tables in Arabic. 
To ensure linguistic diversity, the roots were 
carefully selected from Quranic and classical 
Arabic sources, representing a range of 
grammatical contexts, including variations in 
diacritics and negations. To ensure the validity and 
linguistic accuracy of these roots, we utilize well-
established Arabic linguistic resources, including 
the Quranic Arabic Corpus, which provides 
comprehensive morphological data and 
annotations specifically for Classical Arabic.  
4.2 Conjugation Generation Process: 
 
Our approach involves a systematic rule-based 
generation of Arabic verb conjugations from 
triliteral, non-weak root words across selected 
tenses: Past Simple, Past Simple Negative, Present 
Simple, and Present Simple Negative. The 
generation of conjugated forms begins with the 
application of Arabic morphological rules that 
define the specific pattern each root follows. By 
employing this structure, our system generates 
various verb forms by appending the correct 
prefixes and suffixes based on tense, person, 
gender, and number. For instance, given the root 
 meaning “to hear”, the system produces سمع 
conjugations like  َسَمِع (he heard) in Past Simple and 
يَسْمَعُ   in Present Simple (he does not hear) لاَ 
Negative. This automated approach ensures that all 
conjugated forms are syntactically accurate and 
align with the morphological standards of Classical 
Arabic. 

 
4.3 Urdu Translation Generation: 
Complementing the Arabic conjugation system, we 
developed an Urdu translation module to provide 
accurate translations for each conjugated form. For 
every generated Arabic conjugation, the system 
maps it to a corresponding Urdu phrase by using 
predefined translation patterns that respect Urdu 
grammar rules. These patterns ensure that each 
translated verb accurately reflects the gender, tense, 
and grammatical number of the Arabic original. 
Given the linguistic similarities between Arabic and 
Urdu, particularly their shared root system, this 

module allows us to generate semantically precise 
Urdu translations that mirror the Arabic verb’s 
grammatical structure. The Urdu translation 
module thereby extends the utility of our system, 
enabling seamless cross-lingual understanding of 
Arabic verbs in Urdu, a feature valuable for 
religious, academic, and educational contexts 

4.4 Importance of Diacritics in Classical 
Arabic: 

Diacritics in Arabic play a pivotal role in conveying 
meaning and grammatical context, particularly in 
verb conjugation [6, 7]. The root  ن ص ر, combined 
with three  فتحہ (fatha) diacritics, transforms into 
 which signifies "he helped." In Urdu, this ,نَصَرَ 
translates to " ا  مدد ک   يک اس  ی مرد نے  ." To create the 
dual form in Arabic, an additional " ا" is appended, 
resulting in  نصََرَا, meaning "they two helped." In 
Urdu, however, the corresponding translation 
becomes " ی ان دو مردوں نے مدد ک  ," requiring structural 
adjustments in sentence formation. This example 
highlights the linguistic transformations necessary 
when moving between Arabic and Urdu. While 
Arabic utilizes diacritics and morphological 
changes to convey grammatical details, Urdu 
requires explicit word additions and reordering to 
preserve the intended meaning. Incorporating these 
linguistic nuances, in our system we ensure accurate 
cross-lingual conjugation and translation, 
preserving the grammatical integrity of both 
languages. 

5 Model Lay Out for Conjugation 
generation 

The general layout of our model is structured as 
follows: 

5.1 Lexeme Parsing: 
Each Arabic root word undergoes a detailed parsing 
process to break it down into a lexeme structure, 
which serves as a framework for identifying its 
grammatical features, such as tense, gender, and 
number. This process involves analyzing the root 
and comparing it against predefined patterns or 
regular expression-based templates. These 
templates are meticulously designed to capture and 
define the allowable transformations for each 
specific conjugation form, ensuring that the 
resulting lexeme exactly follows to the grammatical 
rules of the language. This step is essential for 
accurately modeling the complex morphology of 
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Arabic, enabling precise identification and 
generation of all valid verb forms derived from a 
given root. 

5.2 Pattern Matching and Transformation: 
 

Morphological rules are applied based on the 
grammatical tags of the lexeme. At this stage, 
structured rules are used to add suffixes, prefixes, 
and make specific phonetic changes, ensuring that 
the word forms follow the established principles of 
Arabic morphology. These rules are carefully 
designed to align with the patterns and structures 
outlined in existing linguistic models, maintaining 
accuracy and consistency in the generation of word 
forms. 

5.3 Validation: 
To guarantee the accuracy of the generated 
conjugations, a rigorous validation process was 
carried out. This involved comparing the system-
generated conjugations with verified patterns 
documented in authoritative reference corpora. 
Additionally, the dataset and outputs were 
thoroughly reviewed and annotated by a team of 
religious scholars from Jamia Ashrafia Lahore 
Pakistan, who possess deep expertise in Arabic 
morphology and linguistics. By aligning the outputs 
with established standards and leveraging expert 
validation, this process significantly reduced false 
positives and negatives. Furthermore, it refined the 
rules for root-word disambiguation, ensuring that 
each conjugated form was not only linguistically 
valid but also contextually appropriate, enhancing 
the overall reliability and precision of the system 
Figures and tables 

6 Results 

Table 1 presents the conjugation results derived 
from the root word  س م ع, showcasing the extensive 
variations generated using a rule-based algorithm. 
These conjugations demonstrate the application of 
Arabic morphological rules to produce forms that 
vary by number, gender, and person. The inclusion 
of detailed grammatical tags, such as singular, dual, 
plural (number), masculine and feminine (gender), 
and third-person, second-person, and first-person 
(person), highlights the system's capacity to 
systematically generate precise verb forms. 

To enhance accessibility for Urdu language 
users and learners, grammatical attributes are 

provided in Urdu. This facilitates a better 
understanding of the conjugation patterns, bridging 
the gap between Arabic linguistic structures and 
Urdu-speaking learners. The detailed output 
underscores the effectiveness of the rule-based 
algorithm in capturing all permissible variations 
from a given root word, ensuring high accuracy and 
linguistic fidelity in the generated results. 

Table 2 provides generated Urdu translations of 
the conjugated forms generated from the root word 

م   ع س   emphasizing the variations in number, 
gender, and person. These translations have been 
meticulously crafted to align with the 
corresponding Arabic conjugations, ensuring 
linguistic accuracy and contextual relevance. The 
translations include explicit annotations such as 
singular, dual, and plural (number), masculine and 
feminine (gender), and third-person, second 
person, and first-person (person), reflecting the 
comprehensive application of morphological rules. 

Arabic  Number Gender Person 

 غائب  مذکر واحد  سَمِعَ 

 غائب  مذکر تثنيہ  سَمِعَا

 غائب  مذکر جمع  سَمِعوُْا

 غائب  مونث  واحد  سَمِعَتْ 

 غائب  مونث  تثنيہ  سَمِعَتاَ

 غائب  مونث  جمع  سَمِعْنَ 

 حاضر  مذکر واحد  سَمِعْتَ 

 حاضر  مذکر تثنيہ  سَمِعْتمَُا

 حاضر  مذکر جمع  سَمِعْتمُْ 

 حاضر  مونث  واحد  سَمِعْتِ 

 حاضر  مونث  تثنيہ  سَمِعْتمَُا

 حاضر  مونث  جمع  سَمِعْتنَُّ 

 متکلم مذکر واحد  سَمِعْتُ 

 متکلم مذکر تثنيہ  سَمِعْنَا

 متکلم مذکر جمع  سَمِعْنَا

 متکلم مونث  واحد  سَمِعْتُ 

 متکلم مونث  تثنيہ  سَمِعْنَا

 متکلم مونث  جمع  سَمِعْنَا

Table 1:  Arabic Conjugations. 
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To cater specifically to Urdu-speaking users and 
learners, the details are presented in Urdu script 
with contextual examples for clarity. Each 
conjugated form is not only grammatically 
accurate but also contextually expressive, 
facilitating a deeper understanding of the 
relationship between Arabic and Urdu linguistic 
structures. This systematic presentation highlights 
the ability of the rule-based algorithm to generate 
accurate conjugations and demonstrates the 
effectiveness of the system in bridging Arabic 
morphology with its Urdu translations, fostering 
language learning and comprehension across both 
languages. 
 

Urdu Number Gender person 

نے   مرد)  (ايک  اس 
 غائب  مذکر  واحد  سنا 

نے   مردوں)  (دو  ان 
 غائب  مذکر  تثنيہ  سنا 

مردوں) نے  ان (سب  
 غائب  مذکر  جمع  سنا 

عورت)   (ايک  اس 
 غائب  مونث  واحد  نے سنا 

ان (دو عورتوں) نے  
 غائب  مونث  تثنيہ  سنا 

عورتوں)   (سب  ان 
 غائب  مونث  جمع  نے سنا 

مرد)  آپ   نے  (ايک 
 حاضر  مذکر  واحد  سنا 

مردوں)  آپ   نے  (دو 
 حاضر  مذکر  تثنيہ  سنا 

مردوں) آپ  نے  (سب 
 حاضر  مذکر  جمع  سنا 

عورت)  آپ   (ايک 
 حاضر  مونث  واحد  نے سنا 

آپ (دو عورتوں) نے  
 حاضر  مونث  تثنيہ  سنا 

عورتوں)   (سب  آپ 
 حاضر  مونث  جمع  نے سنا 

نے   مرد)  (ايک  ميں 
 متکلم  مذکر  واحد  سنا 

نے   مردوں)  (دو  ہم 
 متکلم  مذکر  تثنيہ  سنا 

ہم (سب مردوں) نے  
 متکلم  مذکر  جمع  سنا 

عورت)   (ايک  ميں 
 متکلم  مونث  واحد  نے سنا 

ہم (دو عورتوں) نے  
 متکلم  مونث  تثنيہ  سنا 

عورتوں)   (سب  ہم 
 متکلم  مونث  جمع  نے سنا 

Table 2: Urdu Translations. 

7 Demonstration and Accessibility  

To provide an interactive experience and allow 
users to explore the capabilities of our system, we 
have developed a live demonstration available at 
the following link:  
https://mhasham.pythonanywhere.com/. This 
demo enables users to input Arabic root words, 
view the generated conjugations, and access their 
Urdu translations. 

The demo serves as a practical extension of the 
research, illustrating the system's functionality and 
accuracy in real-time. By making the system 
accessible online, we aim to support both 
researchers and learners in exploring Arabic 
morphological structures and their Urdu 
translations. The tool also allows users to compare 
translations with existing solutions like Google 
Translate, further highlighting the linguistic 
precision and contextual fidelity of our approach. 

8 Comparison Analysis of Al-Tasreef 
Translations and Google Translate 
Outputs 

To evaluate the accuracy and reliability of our 
system, we conducted a comparative analysis of 
conjugations derived from the Arabic verb forms 
with their corresponding Urdu translations 
generated by our rule-based Al-Tasreef system and 
those produced by Google Translate. This 
comparison highlights the linguistic fidelity of our 
approach, particularly in preserving the nuanced 
grammatical structures of Arabic, which include 
variations in gender, number, and person. 

The Arabic conjugations in this study were 
systematically processed using our rule-based 
algorithm, which applies precise morphological 
rules to generate contextually accurate verb forms. 
These were translated into Urdu while maintaining 
grammatical integrity, ensuring that each 
translation aligns with the original meaning and 
context. The translations generated by Al-Tasreef 
were further validated by a team of religious 
scholars from Jamia Ashrafia, Lahore, known for 
their expertise in Arabic morphology and Urdu 
language. 

In contrast, Google Translation output 
often displayed inaccuracies stemming from a lack 
of sensitivity to Arabic's complex morphological 
features, such as handling gendered plurals and 
negations. For example, while Google Translate 
failed to distinguish between masculine and 
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feminine plural forms, our system produced 
accurate and semantically aligned translations see 
Table 3.  Issues included misinterpretation of 
negations, improper handling of gender-specific 
forms, and incorrect contextual mapping. These 
errors underscore the limitations of general-
purpose translation systems when applied to 
morphologically rich languages like Arabic. 

 

Arabic  Al Tasreef 
Translation 

Google 
Translation 

عورت) نے  اس (ايک  حَلَقتَْ 
 يہ اڑ گيا۔  سر مونڈها 

آپ ايک مرد نے سر   حَلَقْتَ 
 مونڈنا  مونڈها 

آپ (ايک مرد) سر  تحَْلِقُ 
 پرواز مونڈهتے ہو 

اس (ايک عورت) نے   مَا قطََعَتْ 
 نہيں کاٹا

اسے کاٹا نہيں گيا 
 تها۔ 

ان (دو عورتوں) نے  مَا قطََعَتاَ 
 نہيں کاٹا

وه ٹوٹے نہيں  
 تهے۔ 

قطََعْتَ مَا  آپ ايک مرد نے نہيں   
 کاٹا

جو آپ نے کاٹ  
 ديا۔ 

آپ (سب عورتوں) نے   مَا قطََعْتنَُّ 
 نہيں کاٹا

تم نے مجهے نہيں  
 کاٹا

 بَلَغْتنَُّ 
آپ (سب عورتيں) 

 پہنچيں 
آپ اپنی عمر کو  
 پہنچ چکے ہيں 

 وه پہنچ گيا  آپ (ايک عورت) پہنچی  بَلَغْتِ 

نہيں نکلے آپ (دو مرد)  مَا خَرَجْتمَُا جب تم دونوں چلے   
 گئے 

آپ (سب مرد) نہيں  مَا خَرَجْتمُْ 
 نکلے 

جب تک تم چلے  
 جاؤ

وه (ايک عورت) درگزر  تصَْفَحُ 
 براؤز کريں کرتی ہے 

ہم (سب عورتوں) نے   مَا شَفَعْنَا
 نہيں سفارش کی

ہم شفاعت نہيں  
 کريں گے۔

آپ (ايک مرد) نہيں کمی   لاَ تبَْخَسُ 
سمجهيں کم نہ  کرتے ہو   

Table3: Translation Comparison. 

Table 3 provides a detailed comparison, 
showcasing the Arabic conjugation, the 
corresponding Al-Tasreef translation, and the 
output from Google Translate. It highlights the 

instances where Google Translate diverges from 
the intended meaning, offering clear evidence of 
the strengths of our approach in achieving accurate 
and contextually appropriate translations. 

9 Applications 

The purposed system can be utilized in the 
following areas 

 
Educational Tools: This system serves as an 

invaluable resource for students learning both 
Arabic and Urdu. By offering comprehensive 
conjugation tables alongside accurate translations, 
it provides learners with a clear understanding of 
the grammar, syntax, and structure of both 
languages simultaneously. This side-by-side 
approach not only simplifies language learning but 
also makes it more effective and engaging. 
Furthermore, the Arabic-Urdu conjugation 
generator has the potential to be utilized in the 
development of various educational tools and 
applications, supporting language learning in 
formal educational settings as well as self-study 
environments. 

Machine Translation: By integrating Urdu 
translations for Arabic conjugations, this system 
lays the groundwork for developing machine 
translation tools. These tools can bridge the gap for 
low-resource languages, especially for language 
pairs like Arabic and Urdu that currently lack 
robust computational resource 

 
Linguistic Research: This system provides a 

powerful tool for researchers in linguistics to 
explore and analyze the morphological similarities 
and differences between Arabic and Urdu. By 
systematically examining the grammatical 
structures, conjugation patterns, and linguistic 
nuances of both languages, the model enables a 
deeper understanding of their connections. Such 
analysis not only sheds light on the shared features 
and divergences between these languages but also 
offers valuable insights into the broader linguistic 
relationships between the Semitic language family, 
to which Arabic belongs, and the South Asian 
linguistic tradition, represented by Urdu. This 
cross-linguistic study significantly contributes to 
the field of comparative linguistics, paving the way 
for further research into how languages evolve, 
influence one another, and develop across different 
cultural and historical contexts. 
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Religious Studies: The interplay of Arabic and 
Urdu holds immense significance in religious 
contexts, especially for Islamic texts, where both 
languages serve as crucial mediums for 
understanding and interpretation. This system 
offers a precise and systematic tool for scholars, 
researchers, and readers by generating accurate 
conjugations and corresponding translations. By 
adhering closely to traditional linguistic rules and 
interpretations, the system ensures that the 
generated outputs remain faithful to the original 
meanings of sacred texts. 

In addition, this resource is particularly valuable 
for institutions and scholars engaged in the study of 
Islamic texts, such as Religious Madaris across 
regions, as highlighted in the Pakistan Education 
Statistics (2021-22) 3 . These institutions, with 
significant enrollments and teaching faculties 
dedicated to Arabic and Urdu studies, can utilize 
this tool to streamline linguistic analysis and 
improve access to both languages' grammatical 
structures. The system's ability to bridge Arabic's 
intricate morphology with Urdu's expressive 
semantics facilitates a deeper understanding of 
classical religious literature, enhancing educational 
and theological research efforts across Pakistan and 
similar regions. 

10 Conclusion 

In this study, we present a rule-based system 
designed to generate Arabic verb conjugations and 
their corresponding Urdu translations. By 
addressing the complex morphological challenges 
of Arabic and aligning them with Urdu's linguistic 
structures, our approach makes a significant 
contribution to the fields of computational 
linguistics, language education, and translation for 
under-resourced languages. Validated by expert 
linguists and scholars, the system has proven 
highly accurate in producing linguistically and 
contextually appropriate outputs, positioning it as a 
valuable resource for educators, linguists, and 
researchers, particularly in academic and religious 
contexts. 

A comparative analysis with Google Translate 
revealed the limitations of general-purpose 
machine translation systems in capturing the subtle 
grammatical nuances of Arabic and their precise 
translation into Urdu. In contrast, our system offers 
a domain-specific solution, tailored to the 

 
3 https://pie.gov.pk/ 

intricacies of Arabic morphology and its contextual 
relevance in Urdu. This makes it a robust tool for 
multilingual NLP applications, providing a more 
accurate and reliable translation experience. 

11 Future Work 

While the proposed system has shown 
promising results, several avenues for further 
development exist, which could enhance its 
functionality and broaden its impact. 

One key area for future improvement is the 
expansion of the dataset and root coverage. 
Currently, the system focuses on triliteral, non-
weak Arabic roots, but there is significant potential 
to include weak verbs and quadrilateral (four-
letter) roots. This expansion would allow the 
system to handle a broader array of verb 
conjugations and translations, making it more 
versatile and capable of covering a larger portion of 
the Arabic verb system. By incorporating these 
additional roots, the system’s utility would 
increase, benefiting both practical applications and 
theoretical linguistic analysis. 

Another exciting direction is the integration with 
advanced machine learning models. While the 
current system is rule-based, incorporating 
transformer-based models such as AraBERT or 
multilingual BERT could significantly enhance its 
performance. These models are particularly 
powerful in their ability to generalize across unseen 
verb roots, improving the system’s ability to 
generate accurate conjugations and translations. By 
integrating these models, the system could also 
refine the contextual accuracy of its translations, 
particularly for more complex sentence structures 
or less common verb forms. 

Moreover, there is considerable potential in 
extending the system to support additional 
languages. While the current focus is on Arabic and 
Urdu, languages such as Persian or Pashto, which 
share similar linguistic characteristics, would 
benefit from the system's capabilities. 
Modifications would involve adapting 
morphological rules and translation patterns to 
accommodate the syntactic and semantic nuances 
of these languages. Adding support for these 
languages would significantly broaden the 
system’s applicability and allow it to serve as a 
valuable tool in a wider range of linguistic contexts. 
This extension would also provide insights into the 

142



 
 
 

 
similarities and differences between these 
languages, offering a comparative perspective for 
linguists and researchers. 

An important aspect of enhancing the system’s 
usability is the development of an interactive user 
interface. Although the current demo offers basic 
functionality, a more interactive and user-friendly 
interface would greatly facilitate adoption among 
educators, students, and researchers. A well-
designed interface would allow users to easily 
input verbs, view conjugations and translations, 
and explore the underlying rules and patterns. This 
would not only improve the system's accessibility 
but also make it more effective as a teaching tool in 
academic environments. 

Finally, there is significant potential for the 
system's application in religious and cultural 
studies. Expanding the system to handle more 
complex Quranic or classical Arabic structures 
would be highly beneficial for scholars working 
with sacred texts. By accurately processing these 
more intricate forms of Arabic, the system could 
provide deeper linguistic and theological insights. 
This expansion would enable researchers to study 
sacred texts with greater precision, further 
enhancing the system’s value in both religious and 
linguistic fields. 
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Abstract 

The linguistic inclusivity of Large 
Language Models (LLMs) such as 
ChatGPT, Gemni, JAIS, and AceGPT has 
not been sufficiently explored, particularly 
in their handling of low-resource languages 
like Arabic compared to English. While 
these models have shown impressive 
performance across various tasks, their 
effectiveness in Arabic remains under-
examined. Punctuation, critical for 
sentence structure and comprehension in 
tasks like speech analysis, synthesis, and 
machine translation, requires precise 
prediction. This paper assesses seven 
LLMs: GPT4-o, Gemni1.5, JAIS, AceGPT, 
SILMA, ALLaM, and CommandR+ for 
Arabic punctuation prediction. 
Additionally, the performance of fine-tuned 
AraBERT is compared with these models in 
zero-shot and few-shot settings using a 
proposed Arabic punctuation prediction 
corpus of 10,046 data points. The 
experiments demonstrate that while 
AraBERT performs well for specific 
punctuation marks, LLMs show significant 
promise in zero-shot learning, with further 
improvements in few-shot scenarios. These 
findings highlight the potential of LLMs to 
enhance the automation and accuracy of 
Arabic text processing. 

1 Introduction 

Punctuation prediction remains a fundamental 
yet challenging aspect of natural language 
processing (NLP), particularly in enhancing the 
readability and understanding of text derived from 
spoken language inputs. In addition, this task is 
especially critical in the post-processing step of 
automatic speech recognition systems, where 

achieving high accuracy remains a significant 
challenge. This task plays a vital role in the 
coherent transformation of spoken language into 
written form, which is essential for effective 
communication and documentation. While several 
studies have explored punctuation prediction tasks, 
no study has examined the effectiveness of Large 
Language Models (LLMs) in predicting 
punctuation for Arabic texts. 

Our research aims to evaluate the capabilities of 
LLMs in punctuation prediction task. In this study, 
we conduct a comprehensive evaluation of a fine-
tuned AraBERT model alongside seven LLM-
based models: GPT4-o, Gemni1.5, JAIS, AceGPT, 
SILMA, ALLaM, and CommandR+ across six 
punctuation marks. These models have been 
selected for their potential in handling the nuanced 
demands of Arabic natural language understanding 
and generation, making them ideal candidates for 
this investigation. The LLMs selection criteria 
included their pretraining focus, such as JAIS and 
AceGPT, which are specifically designed for 
Arabic and bilingual tasks, and their availability, 
with both open-source models such as JAIS and 
SILMA and closed-source models such as GPT4-o 
and Gemni1.5 included. The models also represent 
a mix of general-purpose systems, such as 
CommandR+, and those specialized for Arabic 
morphology and syntax, such as ALLaM. 

We employ these LLMs in both zero-shot and 
few-shot learning scenarios to assess their 
performance. This dual approach allows us to 
explore not only the inherent capabilities of these 
models when presented with limited prior training 
on punctuation tasks but also their adaptability in 
learning from a minimal set of examples. Through 
our experiments, we aim to provide a detailed 
analysis of how each model handles the complexity 
of punctuation prediction and to identify the 
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strengths and limitations of each approach. This 
study hopes to contribute valuable insights into the 
potential of LLMs to improve punctuation 
prediction tasks in NLP, thereby enhancing the 
accuracy and efficiency of converting spoken 
language into punctuated written text. 

The rest of the papers is presented as follows: 
section 2 presents the background of the used tools 
and methods. Section 3 presents the related works. 
Section 4 shows the methodology including the 
dataset and preparation, in addition to the model 
architecture. Section 5 discusses the experimental 
results, along with the error analysis of the testing 
data results. Finally, Section 6 concludes the paper 
and presents the future directions. 

2 Background 

This section reviews LLMs for Arabic NLP, 
Section 2.1 covers AraBERT model. Section 2.2 
presents closed-source models such as GPT-4o and 
Gemini 1.5, while Section 2.3 discusses open-
source models such as JAIS-13b and AceGPT. 

2.1 AraBERT 

AraBERT v0.2 (Antoun et al., 2020) is a pre-
trained model for processing Arabic text, 
developed using Google's BERT design. It is 
designed to accommodate Arabic's distinct 
features, such as its complex morphology and 
writing system. AraBERT v0.2 enhances the initial 
version by utilizing a broader corpus that 
incorporates both Modern Standard Arabic and 
dialects, resulting in improved performance on 
various NLP tasks like text classification, 
sentiment analysis, and named entity recognition. 
It also contains improvements for managing Arabic 
accents and symbols.  

2.2 Closed-source Generative Model for 
Arabic NLP  

GPT-4o (OpenAI, 2024): Developed by OpenAI 
and incorporates multimodal capabilities, allowing 
it to process various inputs, including images, 
videos, audio, and text. GPT-4o, in contrast to GPT-
4, shows improved efficiency by reducing token 
usage across multiple languages, including Arabic. 

Gemini 1.5 (Pichai and Hassabis, 2024): 
Developed by Google and incorporates of 
advanced processing systems enhances its 
contextual understanding across languages, 
including Arabic, thus improving the accuracy of 
AI applications in natural language understanding, 

machine translation, and language generation tasks 
relevant to Arabic. 

Command R+ (Gomez, 2024): Command R+ is 
104 billion parameter multilingual LLM designed 
by Cohere for conversational interaction and tasks 
requiring long context.  It focuses on excelling in 
tasks that require understanding and executing 
accurately. 

ALLaM-1 (Bari et al., 2024): ALLaM, is a 13 
billion parameter LLM for Arabic and English, 
developed by SDAIA, and is designed for a wide 
range of NLP applications. It is particularly suited 
for tasks such as text completion, question-
answering, document summarization, 
classification, generation, and translation in Arabic. 

2.3 Open-source Generative Model for 
Arabic NLP  

JAIS-13b (Sengupta et al., 2023): JAIS is based on 
the GPT-3 decoder-only architecture with its focus 
on bilingual (Arabic and English) capabilities. 
JAIS aims to address a critical gap in the 
development of AI solutions for Arabic language 
speakers.  

AceGPT-13b (Huang et al., 2023b): AceGPT is 
an open-source LLM developed specifically for 
Arabic,  attuned to local culture and values, 
offering versatile functionality across multiple 
Arabic-specific applications. 

SILMA v1.0 (SILMA, 2024): SILMA is an 
open-source 9 billion parameter LLM built over the 
foundational models of Google Gemma, and it is 
designed for tasks regarding text generation and 
summarization. The model is currently topping the 
list of open-source Arabic LLMs according to the 
OALL classification on Hugging Face 
(Almazrouei et al., 2023). 

In this study, we aim to evaluate the performance 
of these models for Arabic punctuation prediction. 
We examine their capabilities under both zero-shot 
and few-shot learning paradigms. 

3 Related Works 

This section reviews recent developments in LLMs 
for Arabic NLP, focusing on their applications, 
performance, and limitations, particularly in the 
underexplored area of punctuation prediction. 

3.1 Evaluating LLMs 

The rise of generative LLMs like ChatGPT and 
Gemini signifies a breakthrough in generative 
modeling, showcasing human-like text generation 
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proficiency across diverse languages, including 
Arabic. 

Several studies demonstrate their superior 
performance in translation tasks compared to 
commercial systems (Wang et al., 2023; Peng et al., 
2023; Karpinska and Iyyer, 2023). (Bubeck et al., 
2023) investigates GPT-4, showcasing its excellent 
performance across various tasks. (Espejel et al., 
2023) experiment the reasoning ability of GPT-3.5, 
GPT-4, and BARD, highlighting the GPT-4's 
surpassed performance in zero-shot scenarios. 
(Laskar et al., 2023) thoroughly evaluates 
ChatGPT across 140 tasks, facilitating its 
effectiveness. 

Numerous papers (Ogundare and Araya, 2023; 
Jiao et al., 2023; Bang et al., 2023) observe that 
ChatGPT is competitive with commercial products 
for high-resource languages but encounters 
difficulties with low-resource languages. Low-
resource languages have also been investigated by 
(Ahuja et al., 2023; Lai et al., 2023). 

Both (Ziems et al., 2024) and (Sottana et al., 
2023) observe that while LLMs fall short of the 
best fine-tuned state-of-the-art (SoTA) models, 
they still achieve fair agreement levels with 
humans. Meanwhile, (Qin et al., 2023) highlights 
ChatGPT excels in reasoning tasks but faces 
challenges like sequence tagging. (Sottana et al., 
2023) highlights the need for enhanced evaluation 
metrics for LLMs, identifying GPT-4 as a 
promising candidate for fulfilling this role. This 
emphasizes the importance of addressing the 
limitations in evaluation methodologies, which 
could contribute to the discrepancies observed in 
model assessments. 

 Recent studies reveal innovative methods to 
improve LLMs. Specifically, (Peng et al., 2023; 
Gao et al., 2023) conclude task-specific prompts 
enhance translation systems, while (Huang et al., 
2023a) introduce cross-lingual-thought prompting 
(XLT) to improve cross-lingual performance. 
Furthermore, (Lu et al., 2023) suggests self-
correction techniques for ChatGPT. 

The findings of these studies suggest that while 
GPT-based LLMs are competent language models, 
their performance is comparable to the current 
SoTA model in most NLP tasks. However, none of 
these examinations specifically evaluate the 
punctuation prediction performance of LLMs. 

3.2 Evaluating LLMs for Arabic NLP  

The performance of LLMs has been evaluated in 
various Arabic NLP tasks. (Khondaker et al., 2023) 
evaluated ChatGPT's performance across 32 
Arabic NLP tasks, revealing the necessity for 
enhancements in instruction-tuned LLMs. 
(Alyafeai et al., 2023) determined that GPT-4 
surpasses GPT-3.5 in five out of the seven Arabic 
NLP tasks. (Huang et al., 2023b) introduces 
AceGPT, a culturally sensitive Arabic LLM, which 
outperformed within various Arabic benchmarks. 
(Kadaoui et al., 2023) evaluates the machine 
translation proficiency of ChatGPT (GPT-3.5 and 
GPT-4) and Bard across ten Arabic varieties, 
uncovering challenges with dialects lacking 
datasets. (Al-Thubaity et al., 2023) assesses 
ChatGPT (GPT-3.5 and GPT-4) and Bard AI for 
Dialectal Arabic Sentiment Analysis, revealing 
GPT-4's superior performance over GPT-3.5 and 
Bard AI. 

LLMs, as demonstrated by (Khondaker et al., 
2023; Alyafeai et al., 2023; Kwon et al., 2023), still 
fall short when compared to SoTA models fine-
tuned on Arabic data. 

Other studies have investigating evaluating 
smaller Arabic language models (Abu Farha and 
Magdy, 2021; Inoue et al., 2021; Alammary, 2022; 
Nagoudi et al., 2023; Elmadany et al., 2023b; 
Elmadany et al., 2023a). 

3.3 Arabic Punctuation  

In various languages, punctuation functions as a 
marker for delineating sentence boundaries. 
However, the interpretative clarity of this 
punctuation is often compromised, notably evident 
in instances involving acronyms or abbreviations. 
When the need arises to segregate sentences, it is 
imperative to employ a punction prediction 
technique adept at resolving such ambiguities.  
Recent research has made significant progress in 
punctuation prediction. (Zhou et al., 2022) and (Wu 
et al., 2016) have proposed models that outperform 
traditional methods for speech recognition, with 
Zhou's joint ASR-punctuation model showing 
notable promise. Similarly, (Yi et al., 2020) tackled 
the class imbalance issue in punctuation prediction 
training by incorporating focal loss, resulting in 
improved performance. Collectively, these studies 
underscore the potential of deep learning in 
enhancing punctuation prediction accuracy. 

A range of studies have explored the prediction 
of punctuation and diacritics in the Arabic 
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language. Both (Aboutaib et al., 2023), (Sunkara et 
al., 2020), and (Mansour et al., 2023) reported high 
accuracy in punctuation prediction. (Sunkara et al., 
2020) and model utilized BERT based pretrained 
language models, exhibiting robustness against 
automatic speech recognition errors. (Mansour et 
al., 2023) utilized a pre-trained transformer-based 
model such as ELECTRA and BERT. (Al-Najjar et 
al., 2020) concentrated on diacritization in 
Medieval Arabic utilizing a character-level neural 
machine translation approach. (Sakr and Torki, 
2023) propose a new punctuation dataset and 
concluded that XLM-RoBERTa outperformed 
other transformer-based models in punctuation 
restoration. 

4 Methodology 

This section outlines the methodology employed in 
our study. In section 3.1, we detail the dataset 
utilized, including its composition and preparation. 
Subsection 3.2 describes the models employed in 
this research. 

4.1 Dataset 

In this research, we use a dataset sourced from the 
King Salman Global Academy for Arabic 
Language (KSAA), which includes 25 books. 
Since the data is taken from published books, it has 
been proofread for grammar and punctuation by 
linguistic experts to ensure accuracy and 
consistency.The data is available  from the 
corresponding author on request. 

To prepare the dataset, the books were 
preprocessed by automatically removing footnotes, 
indexes, and references. Following this, the text 
was divided into smaller paragraphs using tab 
delimiters and then saved as an Excel file for 
further preparation. 

Each paragraph was carefully reviewed and 
cleaned manually by one annotator, involving: 

• The removal of titles and non-paragraph 
elements (e.g., Footnotes and their reference 
numbers). 

• Combining rows that were contextually 
related to form complete paragraphs.  

In total, 10,046 data points were generated, each 
limited to a maximum length of 512 tokens after 
tokenization. 

Next, the data is split into training, validation, 
and test sets. The training set contains 8,569 data 

points, the validation set contains 962 data points, 
and the test set contains 515 data points.  

For each book, 90% of the content was used for 
the training set, while the remaining 10% was 
allocated to the validation set. We designated one 
book exclusively for testing, and its data is not 
included in either the training or validation sets. 

The training data will be used to fine-tune the 
AraBERT model, with its performance assessed 
using the validation set. Once fine-tuned, 
AraBERT, along with all other language models 
mentioned in this study, will be evaluated on the 
test data to compare their effectiveness in the given 
task. 

In this study, we focus on the prediction of six 
Arabic punctuation marks: period (.), comma ( ،), 
colon (:), semicolon ( ؛), question mark ( ؟) and 
exclamation mark ( !). Table 1 shows the 
punctuation distribution among data splitting. 

4.2 Model 

In this section, a fine-tuned AraBERT model and 
several LLMs are introduced as the primary tools 
for tackling the task of punctuation prediction in 
Arabic texts. 

4.2.1 Fine-tuning AraBERT for Arabic 
Punctuation Prediction 

To fine-tune AraBERT v0.2, each text will be fed 
to the model along with its label. To prepare the 
text, we discard all punctuation marks, then, each 
text was then broken down into smaller units, 
typically words or subwords, referred to as tokens.  

In contrast, to prepare the labeling, we first 
tokenize the text. Then, followed the method 
outlined in (Mansour et al., 2023), each token was 
encoded using underscores and punctuation marks: 
words without punctuation were replaced by 
underscores (_), while words followed by 
punctuation were substituted by the corresponding 
punctuation mark. We focused on encoding only 

Marks Train (85%) Val (10%) Test (5%) 

. 23,156 2,612 1,245 
 ، 42,287 4,472 2,931 
 : 6,517 622 321 
 195 370 3,445 ؛ 
 27 82 568 ؟ 
 ! 124 15 5 

Table 1:  Punctuations distribution. 
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words that contain one of the six Arabic 
punctuation marks discussed earlier.  

We ensured that the length of each tokenized text 
exactly matched the length of its label sequence, 
maintaining a one-to-one correspondence between 
tokens and their respective labels. 

Simultaneously, labels indicating the presence 
or absence of punctuation for each token were 
converted into numerical indices through label 
encoding, following the mapping {"_": 0, ".": 1, 
 This .{6 :":" ,5 :"!" ,4 :"؟ " ,3 :"؛ " ,2 :"، "
transformation made the categorical label data 
suitable for model training, with each index 
corresponding to a specific punctuation mark. 
Thus, the input to the model consisted of the 
tokenized text without any punctuation, while the 
labels encoded the corresponding numerical label, 
as shown in Table 2. 

The tokenized texts were padded to ensure uniform 
length across batches. After padding, the tokens 
were embedded into dense vectors. We fine-tuned 
AraBERT v0.2 by adjusting several training 
parameters to optimize its performance for Arabic 
text processing. Specifically, we used a learning 
rate of 5e-5 and a batch size of 8, utilizing the 
AdamW optimizer in conjunction with a linear 
learning rate scheduler that employed zero warm-
up steps. The model was trained for 5 epochs, a 
duration deemed sufficient for effective learning 
while minimizing the risk of overfitting. 

4.2.2 LLMs for Arabic Punctuation 
Prediction 

We utilized various LLMs, specifically GPT4-o, 
Gemni-1.5-flash-latest, jais-13b, AceGPT-13b, 
SILMA-9B-Instruct-v1.0, allam-1-13b-instruct, 
and command-r-plus-08-2024 in both zero-shot 
and few-shot scenarios. In the zero-shot approach, 
the models relied entirely on their pretraining 
knowledge without any additional fine-tuning. In 

the few-shot setting, they were provided with two 
examples of punctuation patterns, which improved 
their performance and demonstrated their ability to 
adapt to limited data scenarios.. We provided 
explicit directives against adding or deleting any 
word or letter from the original content to ensure 
effective implementation of the missing 
punctuation marks in the texts and enable its 
straightforward evaluation. We included two 
examples as an addition to the few-shot step. We 
ran the model on an NVIDIA A100 40GB GPU for 
efficient large-scale computation. 

5 Results and Discussion 

To assess the performance of the fine-tuned 
AraBERT model, we evaluate the model’s 
performance using metrics: precision, recall and F1 
score using the validation data. In addition, we 
analyze the overall accuracy of AraBERT in 
comparison to other LLMs mentioned in this study 
using the testing data, providing a comprehensive 
evaluation of model performance in predicting 
punctuation for Arabic text. 

5.1 AraBERT Results 

We investigated the performance of the fine-tuned 
AraBERT model on the evaluation dataset. As 
shown in Table 3, the model excels in recognizing 
some punctuation marks like the comma ( ،) and 
colon (:) but faces difficulties with others such as 
the semicolon ( ؛) and exclamation mark (!). The 
exclamation mark has a much lower F1 score than 
the other punctuation marks. The dataset has a 
highly uneven distribution of punctuation marks, 
potentially resulting in performance disparities. For 
instance, the exclamation mark is rarely used in 
comparison to commas, impacting the model's 
capacity to generalize and contributing to the small 
training size. The overall accuracy for the testing 
data reaches 29.78% among all punctuation marks. 
There is a significant contrast in performance for 
certain marks like the period (.), with precision at 
54.87% and recall at 87.62%, suggesting the model 
accurately detects fewer true positive periods but 
has more false positives. Interestingly, the dataset 
size for the period is large compared to other 

Original 
 text 

 أكل الولد الخبز، وشرب الماء.

No punct. 
tokenized 

text 

 [أكل, الولد, الخبز, وشرب, الماء ]

Encoded 
 label 

 ._،__ 

Numerical 
label 

[1,0,2,0,0] 

Table 2:  Fine-tune AraBERT input. 
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punctuation marks, which may influence this 
performance discrepancy.  

Several factors may explain the high F1 score of 
84.76% for the question mark ( ؟), despite its 
infrequent occurrence. Initially, question marks are 
commonly found in particular syntax and meaning 
situations, frequently in conjunction with question 
terms or formations, aiding in the model's 
understanding of where they belong. Furthermore, 
question marks are used more clearly and with less 
ambiguity than other punctuation marks, making 
them a more effective learning aid. The elevated F1 
score could also be due to the model's increased 
recall, indicating it accurately detects most 
questions even if it sometimes mistakes other 
sentences as questions. Therefore, the model's 
strong performance on question marks is attributed 
to a combination of strong contextual cues, clear 
usage patterns, and high recall, despite the low 
training frequency. 

5.2 LLM REsults 

Upon investigating the models, we found that 
GPT4-o and Command R+ complied substantially 
with the majority of the proposed guidelines. In 
several instances, the models enhanced the quality 
of the text by inserting additional words do not 
present in the original content, as observed with 
Gemini 1.5. Conversely, other models exhibited 
some discrepancies in adhering to the given 
directions or generated completely different 
content, leading to the deletion of some original 
textual information. These elements complicated 
the process of evaluation. 

As shown in Figure 1, the results reveal that 
GPT4-o and Command R+ performed substantially 
well in terms of adhering to the proposed 
guidelines, demonstrating higher accuracy 
compared to other models. However, Gemini 1.5 
introduced additional words that were not part of 

the original content, complicating the evaluation 
process.  

The few-shot method consistently improved the 
performance of most models, with GPT4-o 
achieving an accuracy of 66.57%, significantly 
higher than the zero-shot method. In contrast, 
models like SILMA and JAIS struggled with lower 
accuracy levels across both learning scenarios. 
Notably, JAIS took the longest time to complete 
the tasks, whereas SILMA was the fastest, 
highlighting the variability in processing 
efficiency. The results highlight that while LLMs 
show potential for punctuation prediction, their 
performance varies depending on the task and 
method, with some models requiring further 
refinement to improve consistency and adherence 
to the original text. 

When analyzing the results by punctuation 
mark, the period (.) achieved the highest accuracy, 
as illustrated in  Table 4. Notably, both the AceGPT 
and JAIS models showed significant improvement 
after employing the few-shot method. However, in 
comparison to AraBERT's performance, these 
models demonstrated stronger results. As shown in 
Table 4, AraBERT showed weaker performance 
relative to the LLMs and a decline in performance 
from the validation (Table 3) to the test set, 
reflecting its limited generalization capability. 

 Interestingly, even though the few-shot prompts 
did not include any question marks in the 
examples, the results still displayed some 
enhancements in the prediction accuracy of 
question marks, underscoring the potential of few-
shot learning to improve performance across 
different punctuation marks.  

5.3 Error Analysis 

We aim to examine the errors made by these LLMs 
during the processing of Arabic text based on the 
test data. We aim to provide valuable insights that 
can contribute to the refinement of punctuation 
prediction LLMs, ultimately enhancing the 
efficiency of Arabic text processing. 

We outline the main types of errors found in the 
test data: 

• Formatting or Sample Division: In the 
original text, the phrase " كانوا يتكلمون اللغة العربية
العربية الإسلام،واللغة  ظهور   had the word "قبل 
 The .(واللغة) attached to the word (الإسلام، )
models GPT4-o and Gemini 1.5. separated 

Marks Precision Recall F1 

_ (no punc) 98.63% 99.30% 98.97% 
. 54.87% 87.62% 67.48% 
 ، 86.02% 84.22% 85.11% 
 : 91.60% 87.97% 89.75% 
 %58.74 %46.58 %79.50 ؛ 
 %84.76 %90.66 %79.58 ؟ 
 ! 69.57% 12.90% 21.77% 

Table 3:  Fine-tuned AraBERT result on validation set. 
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these words while retaining the punctuation, 
but this was considered incorrect. 
Additionally, some text samples were very 
short and lacked context, which led to 
failures in punctuation, such as the phrase 
 ."ثالثاً الكتاب"

• Writer’s Mistakes: It is important to note 
that an accurate score below 100% does not 
necessarily indicate a mistake by the model; 
in some cases, the model may be correcting 
errors in the original text. Consequently, a 
model achieving a perfect score (100%) 
might only signify alignment with the source 
text, even if that text contains inaccuracies. 
For example, most models corrected the 
original sentence: "... المعاهد من  مجموعة  افتتُِحَت 

في   المتخرجين  الطلبة  تستقبل  كانت  التي  الإسلامية،  العالية 
افتتُِحَت مجموعة من المعاهد " :to "...ثانويات الأئمة والخطباء

العالية الإسلامية التي كانت تستقبل الطلبة المتخرجين في ثانويات  
والخطباء  GPT4-o, the model that .".الأئمة 
received accuracy of 100%, did not make 
this correction. Additionally, there were 
instances of complete loss of punctuation in 
the original text, as seen in the phrase: "  العامية
الخاصة لغة  فهي  الفصحى  أما  العامة   which was ",لغة 
corrected by Gemini1.5 to: " العامية لغة العامة، أما
 yet it received a score of ",الفصحى فهي لغة الخاصة
0. 

• Differences in Usage Across Languages: 
The application of punctuation rules from 
other languages to Arabic led to several 
issues. For instance, the original text stated:  

 

Figure 1: Average Accuracy among all punctuation marks. 

 

 

SILMA-9B-
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Table 4:  Average Accuracy par punctuation marks on test set. 
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 :هناك أسباب كثيرة أدت إلى ظهور العامية منها "
  ... :العرق 
  ... :العامل الجغرافي 
  ... :العامل الثقافي 
 "... :الاستعمار 
The models transformed this into:  
هناك أسباب كثيرة أدت إلى ظهور العامية، منها: العرق "
....؛  الثقافي  العامل  الجغرافي..........؛  العامل  ........؛ 
 " .....الاستعمار 
except for Command R+, AceGPT-13b, and 
ALLaM. 

• Limited and Emotional Use of Certain 
Punctuation Marks: An example is the 
exclamation mark (!) which appeared in only 
five instances, three of which were complex 
usages combined with the question mark ( ؟!). 
The models Command R+, ALLaM, and 
AceGPT used it correctly in standalone 
contexts, while one instance was in an 
explicit exclamatory expression: "ياللَْحزن," 
which was correctly utilized by the models 
Command R+, Gemini1.5, and GPT4-4o. 
However, one instance was in a highly 
personal context that none of the models 
managed to punctuate correctly. 

• Partial Diacritical Marking in Arabic 
Texts: The inability of some models, e.g. 
AraBERT, to handle the presence or absence 
of diacritical marks leads to the exclusion of 
any marked words, resulting in 
grammatically incorrect text that the model 
fails to punctuate appropriately. 

5.4 Findings 

The study highlights that models such as GPT4-o 
and Geni1.5 demonstrated robust zero-shot and 
few-shot learning capabilities. These findings 
suggest potential for handling languages such as 
Pashto and Sindhi, which share script similarities 
with Arabic.. Pashto and Sindhi exhibit unique 
syntactic and semantic features, which differ from 
Arabic. For example, Pashto uses diacritics more 
consistently than Arabic, and Sindhi's punctuation 
conventions may require additional adaptation of 
model pretraining or fine-tuning. While the LLMs 
in the are promising, their effectiveness in Pashto 
or Sindhi would depend on additional fine-tuning 
and dataset enrichment tailored to these languages. 
For fine-tuning, embedding models such as E5, 
which is known for its multilingual support, covers 
Persian and could be extended to Pashto, Sindhi, 

and Uyghur with additional pretraining on relevant 
datasets. 

The presence of partial diacritics in the dataset 
introduced inconsistency, creating ambiguity for 
models such as AraBERT when predicting 
punctuation. Models such as GPT4-o demonstrated 
stronger generalization in both zero-shot and few-
shot scenarios, effectively handling diacritic-
related complexities in punctuation prediction. 
AraBERT, while less accurate overall, benefited 
significantly from fine-tuning on diacritic-
inclusive datasets, showing improved accuracy 
compared to when diacritics were excluded. 

Errors occur due to improper text segmentation, 
such as attached punctuation marks (e.g., 
 .or short, context-lacking samples ("الإسلام،واللغة "
Writer's mistakes, such as missing or incorrect 
punctuation, lead models to correct text but result 
in mismatches during evaluation. Multilingual 
training causes cross-linguistic interference, 
applying non-Arabic punctuation rules. Rare 
punctuation marks, like exclamation marks (!), are 
underrepresented, limiting generalization. Lastly, 
partial diacritical marking creates ambiguity, 
making it difficult for models to interpret and 
predict punctuation accurately. Moreover, Rare 
punctuation marks such as the exclamation mark 
(!) and semicolon ( ؛) posed significant challenges 
due to their low frequency in the dataset, which 
limited the models' exposure to these patterns 
during training. In addition, their usage often 
occurs in complex contexts, such as emotional 
expressions or structured lists, making it 
challenging for models to predict them accurately. 
For example, the exclamation mark is commonly 
combined with other punctuation marks, such as 
 ."!؟ "

6 Conclusion 

This study demonstrates the effectiveness of 
LLMs, for punctuation prediction in Arabic texts. 
Our findings highlight the importance of dataset 
alignment and suggest promising avenues for 
enhancing NLP applications. Future research 
should focus on fine-tune LLMs on our dataset for 
this task, in addition to extending a more balanced 
dataset to tackle the issue of uneven data 
distribution and enhance the model's performance 
across all punctuation marks. These efforts will 
significantly advance the automation and quality of 
Arabic text processing. Moreover, the future work 
should focus on augmenting datasets with Rare 
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punctuation marks such as the exclamation mark 
(!) and semicolon ( ؛) employing context-aware 
training techniques to improve model accuracy and 
robustness. 
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Abstract

This paper investigates the effectiveness
of retrieval-augmented generation (RAG)
pipelines, focusing on the Arabic lexical in-
formation retrieval. Specifically, it analyzes
how embedding models affect the recall of
Arabic lexical information and evaluates the
ability of large language models (LLMs) to
produce accurate and contextually relevant an-
swers within the RAG pipelines. We exam-
ine a dataset of over 88,000 words from the
Riyadh dictionary and evaluate the models us-
ing metrics such as Top-K Recall, Mean Re-
ciprocal Rank (MRR), F1 Score, Cosine Sim-
ilarity, and Accuracy. The research assesses
the capabilities of several embedding models,
including E5-large, BGE, AraBERT, CAMeL-
BERT, and AraELECTRA, highlighting a dis-
parity in performance between sentence em-
beddings and word embeddings. Sentence em-
bedding with E5 achieved the best results, with
a Top-5 Recall of 0.88, and an MRR of 0.48.
For the generation models, we evaluated GPT-
4, GPT-3.5, SILMA-9B, Gemini-1.5, Aya-8B,
and AceGPT-13B based on their ability to gen-
erate accurate and contextually appropriate re-
sponses. GPT-4 demonstrated the best perfor-
mance, achieving an F1 score of 0.90, an ac-
curacy of 0.82, and a cosine similarity of 0.87.
Our results emphasize the strengths and limita-
tions of both embedding and generation models
in Arabic tasks.

1 Introduction

The rise in significance of machine learning and
natural language processing (NLP) for tackling
challenging linguistic tasks has led to notable
progress in embedding and generation models
(El-Beltagy and Abdallah, 2024; Chirkova et al.,
2024). In English, many studies have explored
the effectiveness of RAG and embedding models,
demonstrating improvements in tasks like question-
answering and information retrieval (Chirkova

et al., 2024; Setty et al., 2024). However, in Ara-
bic, fewer studies have addressed the unique chal-
lenges posed by its complex morphology and di-
acritics, which significantly affect model perfor-
mance (Khondaker et al., 2024; Hijazi et al., 2024).

The primary objectives of this study are to eval-
uate the performance of various semantic embed-
ding models for Arabic text retrieval and to assess
the capabilities of large language models (LLMs)
in performing question-answering tasks in Ara-
bic using a retrieval-augmented generation (RAG)
pipeline.

To achieve these goals, we conducted several
experiments to address two key research questions:
1)How do different embedding models affect the re-
call of Arabic lexical information retrieval in RAG
pipeline? 2)What is the best LLM for generating
accurate and contextually relevant answers to Ara-
bic lexical information questions within a RAG
framework?

Our study goes further by focusing on extracting
pertinent information from the Riyadh dictionary
database, which includes more than 88,000 Arabic
words . Embedding models are evaluated using
metrics such as Recall@K and Mean Reciprocal
Rank (MRR), while generation models are evalu-
ated by accuracy, F1-score, and cosine similarity
in answering context-specific questions. The study
compares both closed-source and open-source
models, including E5-large, AraBERT, CAMeL-
BERT, and AraELECTRA for embedding tasks,
and GPT-4, GPT-3.5, SILMA-9B, Gemini-1.5,
Aya-8B, and AceGPT-13B for generation tasks.

Our research provides valuable insights into the
effectiveness of sentence embeddings versus word
embeddings and explores how generation models
manage semantic precision. Our findings aim to
enhance the efficiency of NLP systems for Arabic.

The remainder of this paper is organized as fol-
lows: Section 2 presents the Literature Review,
followed by the Methodology in Section 3. Sec-
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tion 4 provides a detailed description of the Dataset,
while Section 5 discusses the Evaluation Dataset.
The Results and Discussion are presented in Sec-
tion 6, and finally, the study concludes with the
Conclusion in Section 7.

2 Literature Review

Many studies have explored the effectiveness of
retrieval-augmented generation (RAG) in enhanc-
ing large language models (LLMs) for tasks such
as question-answering and information retrieval.
by combining retrieval and generation techniques,
these models produce more accurate and context-
aware responses (Chirkova et al., 2024; Setty et al.,
2024). Although these studies often focus on mul-
tilingual settings, they primarily concentrate on
languages like English.

Research has highlighted the importance of em-
bedding model selection for RAG systems, demon-
strating that model similarity significantly impacts
retrieval accuracy (Caspari et al., 2024; Montahaei
et al., 2019). Additionally, semantic search plays
a critical role in enhancing the relevance of gen-
erated content across various domains (Mahboub
et al., 2024).

In the context of Arabic, research faces unique
challenges due to the language’s complex mor-
phology and diverse dialects. Arabic-specific stud-
ies have begun to address these issues, particu-
larly in the application of RAG. Benchmarks like
LAraBench (Abdelali et al., 2024) and ArabLegal-
Eval (Hijazi et al., 2024) demonstrate that dedi-
cated Arabic models outperform general-purpose
LLMs in tasks such as legal reasoning and senti-
ment analysis. However, the challenges posed by
diacritics and dialect variation further complicate
the optimization of RAG models (Khondaker et al.,
2024). Diacritics, which are crucial for convey-
ing meaning in written Arabic, have been largely
overlooked in previous studies, leaving a gap in
understanding their impact on model performance.

This study builds on prior research by evaluating
a diverse set of open-source and proprietary mod-
els, including GPT-4, SILMA-9B, and E5-large,
in the context of Arabic retrieval-augmented gen-
eration (RAG) pipelines. Using metrics such as
Top-K Recall, MRR, F1 score, and cosine sim-
ilarity, it provides a comprehensive performance
comparison for Arabic lexical information retrieval
and generation tasks. Additionally, the study ex-
amines over 88,000 Arabic words from the Riyadh

dictionary, offering valuable insights into model ca-
pabilities for answering Arabic lexical information
questions.

3 Methodology

The methodology involves a systematic, multi-step
process as illustrated in Figure 1. The following
sections provide detailed descriptions of the se-
mantic embedding models, the vector indexing
techniques, and the LLMs employed as generative
models in this study.

Figure 1: Illustration of the RAG methodology used in
this study.

3.1 Corpus Preparation and Chunking

The initial step involves the preparation of the text
corpus, with a focus on preserving the semantic
integrity of the content. The corpus is segmented
on a paragraph-by-paragraph basis, as described in
Section 4, ensuring that the meaning and context
within each paragraph are maintained. Each para-
graph is restricted to a maximum of 512 tokens
to comply with the token limit of the embedding
model. In instances where a paragraph exceeds
this limit, it is further divided into overlapping
segments with an overlap of 50 tokens. This over-
lap maintains contextual continuity and ensures no
critical information is lost during segmentation.

3.2 Embedding Models

Two types of embeddings are integrated in this
study: word token embeddings with mean pool-
ing, and sentence embeddings.These models were
selected based on findings in previous research
highlighted in the Section 2,

3.2.1 Word Embeddings
This approach involves generating embeddings for
individual word tokens within a text, followed by
applying a mean pooling layer to produce a single
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vector representation for each chunk of text. The
models selected for this task include AraBERT v2
by (Antoun et al., 2020a), CAMeLBERT by In-
oue et al. (2021), and AraELECTRA by Antoun
et al. (2020b), chosen for their demonstrated effec-
tiveness in handling Arabic text due to extensive
pretraining on large-scale Arabic corpora.

• AraBERT v2: A transformer-based language
model specifically designed for the Arabic
language, AraBERT v2 has been trained on
a vast corpus of Arabic text. Its architecture
is based on the BERT model, adapted and
fine-tuned to better address the linguistic char-
acteristics of Arabic.

• CAMeLBERT: Part of the CAMeL toolkit,
this model provides a comprehensive suite
of Arabic NLP resources. CAMeLBERT is
trained on a diverse set of Arabic dialects and
formal texts.

• AraELECTRA: Using the ELECTRA pre-
training approach, AraELECTRA focuses on
learning through a discriminative model that
identifies and corrects corrupted tokens in a
text.

3.2.2 Sentence Embeddings
This approach involves generating embeddings for
entire sentences or paragraphs, producing a single
vector representation that captures the overall se-
mantic content of the text. For this purpose, several
models are selected:

• E5-large: A multilingual sentence embed-
ding model developed by (Wang et al., 2022),
E5-large is designed to generate high-quality
semantic representations across multiple lan-
guages, including Arabic. It utilizes a text-
to-text framework and is trained on a diverse
range of tasks, including natural language in-
ference, question answering, and semantic
similarity.

• Arabic-NLI-Matryoshka: This model is
a sentence-transformer finetuned from the
AraBERT v2 base model on the Arabic NLI
triplet dataset. It maps Arabic sentences and
paragraphs to dense vectors, designed for
tasks such as semantic textual similarity, se-
mantic search, and text classification.

• BGE (Big General Embeddings): Origi-
nally developed to produce high-quality sen-
tence embeddings for Chinese by (Xiao et al.,
2023), the BGE model has also been trained
on Arabic documents, thereby extending its
applicability to Arabic text.

3.3 Vector Indexing
For the storage and retrieval of embedding vectors,
this study employs FAISS (Facebook AI Similarity
Search) by (Johnson et al., 2019), a well-known
and efficient library designed for high-dimensional
vector search. In this study, FAISS is utilized
with the IndexFlatIP index, which leverages in-
ner product calculations and the L2 distance metric
to optimize the retrieval process. Additionally, co-
sine similarity is employed as the primary measure
of similarity between vectors due to its effective-
ness in capturing semantic relationships in high-
dimensional spaces.

3.4 Generation
The final component of the methodology involves
using LLMs as generative models for providing rel-
evant answers to Arabic lexical information ques-
tions. After retrieving the most relevant documents
from the vector store, a simple and clear prompt is
used to provide context to the LLMs, as shown in
Figure 2.To ensure the model follows the prompt
exactly and generates deterministic outputs, the
temperature parameter was set to 0 during all eval-
uations.

Figure 2: Illustration of the prompt used

3.5 Corpus Preparation and Chunking
The study evaluates the performance of several
LLMs, including GPT-3.5 (Ouyang et al., 2022),
GPT 4o (OpenAI, 2023), Gemini-Flash-1.5 (Reid
et al., 2024), AceGPT (Huang et al., 2023), Aya 8B
(Aryabumi et al., 2024), and SILMA-9B-Instruct
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(AI, 2023). These models were selected for their
diversity in architecture, size, and pre-training,
as well as their high ranking on the Arabic NLP
leaderboard.1 Furthermore, their inclusion was in-
formed by findings from previous literature, which
highlight their effectiveness in various Arabic nat-
ural language processing tasks such as text genera-
tion, sentiment analysis, and semantic understand-
ing.

By evaluating this diverse set of LLMs, the study
aims to provide insights into the most effective ap-
proaches for Arabic language generation within
a retrieval-augmented pipeline to answer Arabic
lexical information questions. The inclusion of
models with high leaderboard rankings and evi-
dence from prior research ensures that the study
leverages state-of-the-art advancements in Arabic
generative language models.

3.6 Embedding Models Evaluation
First, we evaluated the embedding models’ ability
to retrieve relevant context from 88,000 contexts
within the Riyadh dictionary dataset, based on the
provided question. The performance was assessed
using recall @K (with k=1, k=3, and k=5) and
Mean Reciprocal Rank (MRR).

• Recall @K Equation:

Recall@K =
Number of relevant documents in top K

Total number of relevent documents
(1)

• Mean Reciprocal Rank (MRR) Equation:

MRR =
1

|U |

|U|∑

u=1

1

ranku
(2)

These equations were used to measure how well the
embedding models could identify the most relevant
context for a given query.

3.7 Generation Models Evaluation
After retrieving the top 5 (k=5) potential contexts
using the embedding models, the generation mod-
els were evaluated on their ability to select the cor-
rect context from these top candidates and gener-
ate accurate and contextually appropriate answers.
This part of the evaluation tested how well the gen-
eration models could utilize the provided contexts
to formulate coherent and correct answers.

The evaluations will utilize the following met-
rics:

1https://huggingface.co/spaces/OALL/
Open-Arabic-LLM-Leaderboard

• F1 Score: F1 Score: A perfect F1 score of 1
indicates optimal precision and recall, mean-
ing all predictions were correct.

F1 Score = 2 ∗ Precision ∗Recall

Precision+Recall
(3)

• Cosine Similarity: A perfect cosine similar-
ity score of 1 signifies that the reconstructed
embedding is identical to the reference.

Cosine Similarity =

∑N
i=1 piqi√∑N

i=1 p
2
i

√∑N
i=1 q

2
i

(4)

• Accuracy: This measures the percentage of
correct predictions out of the total predictions
made.

Accuracy =
Number of correct predictions
Total number of predictions

(5)

Note: The dataset used for evaluation in 5 is un-
balanced, which means that the performance of
the generation models is assessed with special con-
sideration to this characteristic. The evaluation
metrics provide a comprehensive measure of the
models’ ability to select the correct context and
generate accurate, coherent responses while ac-
counting for challenges posed by an uneven distri-
bution of data.

To ensure a fair evaluation of the models, the
following micro-averaging formulas were used for
F1-Score, Cosine Similarity, and Accuracy. Micro-
averaging calculates the overall performance by
considering the contributions of all instances
equally, regardless of their class.

• F1 Micro: Computes the global F1 score by
aggregating the contributions of all classes to
precision and recall.

F1micro = 2 ∗ Precisionmicro ∗Recallmicro

Precisionmicro +Recallmicro
(6)

• Cosine Similarity Micro: Computes the
overall cosine similarity by averaging across
all instances.

CosineSimilaritymicro =

∑N
i=1 piqi√∑N

i=1 p
2
i

√∑N
i=1 q

2
i

(7)

where N is the total number of instances.

• Accuracy Micro: Computes the overall accu-
racy by considering all instances equally.

Accuracymicro =
Number of correct predictions
Total number of predictions

(8)
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4 Dataset description

To compare the models used in the RAG pipeline,
we used the Riyadh dictionary.2. The dataset com-
prises over 88,000 words, each including detailed
information such as the stem, part of speech (POS),
morphological pattern, non-diacritic lemma, defi-
nition (some words have multiple definitions, with
a maximum of 31 definitions for a single word),
translation, example, type, entry lemma of related
words, and semantic field.

The data is structured and linked as shown in
Figure 3 and Figure 4.

Figure 3: illustrate how The data is structured in the
dataset.

Figure 4: example that illustrates how the data was
stored and linked.

2https://dictionary.ksaa.gov.sa/

5 Evaluation Dataset

The evaluation dataset includes 585 questions and
answers distributed across eight categories, each
targeting a specific linguistic aspect. These ques-
tions are based on 195 randomly selected words
from the Riyadh dictionary and were meticulously
crafted by Arabic linguists. The total number of
questions per category is shown in Figure 5

Figure 5: Total number of questions for each category
in the evaluation dataset.

Each category targets a specific linguistic aspect:

• Translation: Involves translating words to
and from Arabic.

• Diacritization: Focuses on accurately apply-
ing diacritical marks to ensure proper pronun-
ciation and meaning of words.

• Root: Involves identifying the root forms of
words.

• Meaning: Aims to provide definitions of
words.

• Morphological Pattern: Examines the struc-
tural templates that define word forms.

• Part of Speech: Identifies the grammatical
category of words.

• Examples: Identifying sentences that use
words correctly.

• Semantic Relations: Explores relationships
such as synonyms, antonyms, between words.
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The evaluation of the RAG models involves two
main components: assessing the embedding mod-
els ability to retrieve relevant context and evaluat-
ing the generation models performance in answer-
ing questions based on that context. The dataset in-
cludes ground truth context and answers developed
by Arabic linguists, ensuring a reliable benchmark
for these tasks.

6 Results and Discussion

In this section, we present the results of our study,
focusing on the evaluation of two key areas: re-
trieval and generation LLMs.

The retrieval section examines the effectiveness
of various embedding models in accurately iden-
tifying and retrieving relevant text segments from
the Arabic dataset in Section 5. This part addresses
the research question: How do different embedding
models affect the recall of Arabic lexical informa-
tion retrieval in RAG pipeline?

The generation section evaluates the perfor-
mance of different LLMs in Arabic question-
answering tasks, answers the question: What is
the best LLM for generating accurate and contextu-
ally relevant answers to Arabic lexical information
questions within a RAG pipeline?

6.1 Retrieval Embedding Models

The retrieval evaluation examined the capability
of six semantic embedding models to accurately
retrieve text segments that correspond to input
queries. These models, representing both word
embeddings with mean pooling and sentence em-
beddings, were tested on their ability to manage
the complexities of Arabic text, particularly in the
presence of diacritics. Performance was measured
using Top-k Recall (k = 1, 3, 5) and MRR. The
results, summarized in 1, reveal the performance
differences among the evaluated models.

Model Top1 Top3 Top5 MRR

E5 0.37 0.65 0.88 0.48
BGE 0.30 0.62 0.80 0.42
NLI 0.09 0.14 0.20 0.11
AraBERT v02 0.06 0.08 0.11 0.07
CamelBERT 0.04 0.10 0.16 0.06
AraElectra 0.02 0.06 0.09 0.04

Table 1: The table shows the Top-1, Top-3, and Top-
5 Recall as well as MRR for each embedding model
evaluated.

The E5 model demonstrated high performance
across all metrics, achieving the highest scores
in all Top-K Recall and MRR (0.48).This perfor-
mance suggests that E5 effectively retrieves rel-
evant context, with its architecture and training
methodology being particularly well-suited for cap-
turing the nuances of Arabic text.

BGE also showed strong performance, particu-
larly in Top-3 (0.62) and Top-5 (0.80) Recall, indi-
cating its capability to retrieve relevant information
within a broader scope. However, its slightly lower
Top-1 Recall (0.30) and MRR (0.42) compared to
E5 suggest that while BGE is highly competitive,
it may be less precise in consistently identifying
the most relevant context.

A clear performance gap exists between E5,
BGE, and the other models, particularly in Top-
K Recall and MRR metrics. The reduced effec-
tiveness of NLI, CamelBERT, AraBERT v02, and
AraElectra in retrieving relevant segments suggests
potential limitations in their model architectures or
training data for this specific task.

The results indicate that sentence embeddings,
particularly those produced by E5 and BGE, out-
perform word embeddings in the context of Arabic
text. This suggests that sentence-level embeddings
may be better suited for tasks requiring a compre-
hensive understanding of semantic content.

6.2 Generation with LLMs
To evaluate the performance of generation LLMs
in answering Arabic lexical information questions,
we evaluated various models using the dataset de-
scribed in Section 5. The E5 model with k=5
context retrieval was selected to provide context
based on our findings in Section 6.1.

The results in Table 2 summarizes the perfor-
mance metrics of the evaluated LLMs. Presents
a variations in performance across models and
tasks. GPT-4o emerged as the top-performing
model, achieving the highest overall micro F1-
score 0.90 and micro accuracy 0.82, demonstrating
its ability to generate accurate and relevant answers.
SILMA-9B-Instruct excelled in micro cosine sim-
ilarity 0.95, reflecting strong semantic alignment.
Gemini-1.5 Flash performed robustly with a micro
F1-score of 0.84 and micro accuracy of 0.72, while
Aya 8B showed strength in micro cosine similar-
ity 0.90 but exhibited lower micro F1-score 0.74
and micro accuracy 0.59, indicating its ability to
capture semantic meaning but with reduced pre-
cision. GPT-3.5 displayed moderate performance,
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Tasks GPT-4o Gemini-1.5-flash SILMA-9B-Instruct Aya 8B GPT-3.5 AceGPT 13B

F1 Acc Cos F1 Acc Cos F1 Acc Cos F1 Acc Cos F1 Acc Cos F1 Acc Cos

Translation 0.90 0.81 0.83 0.80 0.66 0.86 0.84 0.73 0.95 0.73 0.58 0.89 0.73 0.58 0.81 0.74 0.59 0.81

Diacritization 0.91 0.83 0.95 0.77 0.63 0.95 0.59 0.41 0.94 0.61 0.44 0.92 0.59 0.41 0.96 0.44 0.28 0.89

Root 0.99 0.97 0.85 0.96 0.93 0.85 0.97 0.94 0.99 0.96 0.93 0.95 0.97 0.94 0.86 0.96 0.92 0.85

Meaning 0.90 0.83 0.89 0.86 0.76 0.88 0.83 0.71 0.93 0.81 0.69 0.90 0.71 0.55 0.88 0.71 0.55 0.85

Morphological Pattern 0.98 0.96 0.86 0.94 0.88 0.86 0.91 0.84 0.99 0.80 0.67 0.94 0.87 0.77 0.86 0.82 0.70 0.85

Part of Speech 0.91 0.83 0.85 0.80 0.67 0.86 0.58 0.41 0.94 0.43 0.28 0.87 0.59 0.42 0.83 0.18 0.10 0.82

Examples 0.50 0.33 0.89 0.40 0.25 0.87 0.47 0.31 0.87 0.50 0.33 0.86 0.15 0.08 0.84 0.36 0.22 0.83

Semantic Relations 0.86 0.76 0.83 0.40 0.71 0.82 0.79 0.66 0.94 0.63 0.46 0.84 0.54 0.37 0.83 0.48 0.32 0.79

Average 0.90 0.82 0.87 0.84 0.73 0.87 0.80 0.67 0.95 0.75 0.59 0.90 0.72 0.56 0.87 0.67 0.51 0.84

Table 2: Model performance metrics across various tasks for different models. Metrics include F1-score (F1),
Accuracy (Acc), and Cosine Similarity (Cos). The "Average" row represents the micro-average across all tasks.

with a micro F1-score of 0.72, micro accuracy of
0.56, and micro cosine similarity of 0.87, reflect-
ing limitations in accuracy. AceGPT 13B was the
weakest performer, with a micro F1-score of 0.67,
micro accuracy of 0.51, and a relatively decent
micro cosine similarity of 0.84. Despite being
an Arabic-specific LLM, AceGPT 13B’s precision
and accuracy issues highlight significant gaps in
its linguistic capabilities.

To evaluate the models’ performance across
eight distinct Arabic language processing tasks
showed patterns in their capabilities and limita-
tions within a RAG framework across different
tasks. The analysis of semantic relations, diacriti-
zation, root extraction, meanings, morphological
pattern recognition, part of speech tagging, exam-
ple generation, and translation tasks shown in the
Appendix A a sample of models responses across
the tasks providing a thorough assessment of each
model’s linguistic capabilities.

Diacritization, which requires accurately apply-
ing Arabic vowel markers, proved challenging for
most models. GPT-4o performed with the high-
est accuracy, closely aligning with the ground
truth, achieving an F1-score of 0.91 and an ac-
curacy of 0.83. For instance, in the task involv-

ing "�� �
��
�

A
���JË @ �Ñ�îD��

�

@", GPT-4o successfully applied

the correct diacritics, producing "�� �
��
�

A
���JË @ �Ñ�îD��

�

@",

distinguishing it from other models. In contrast,
GPT-3.5 showed partial success, with an F1-score
of 0.77 and accuracy of 0.63, but often applied
diacritics inconsistently. For example, it produced
partially diacritized outputs as"��
�



A�JË @ Ñ�îD��



@", fail-

ing to fully resolve ambiguities. Other models,
including Gemini-1.5 Flash, SILMA-9B-Instruct,
Aya 8B, and AceGPT 13B, frequently returned un-

marked text, such as "��
�


A�JË @ ÑîD� @", as reflected

in their lower F1-scores of 0.59–0.61 and accura-
cies of 0.28–0.44. This limitation stems from their
training data and tokenizers, which do not prior-
itize diacritical information, resulting in outputs
unsuitable for applications that depend on precise
diacritic representation.

Conversely, root extraction appears as the
highest-performing task, with all models achieving
high F1-scores 0.957 to 0.986. The consistent accu-
racy across models demonstrated a steady handling
of tasks requiring root extraction, exemplified as
in the Appendix A by their correct identification of
"Ð ð È" as the root of "ÐñÊÓ".

The meanings task tested the models’ ability
to provide precise lexical definitions, where
GPT-4o, Gemini-1.5 Flash, Aya 8B, and
SILMA-9B-Instruct excelled by delivering
definitions closely matching the ground truth. For
instance, these models accurately defined “Ð ��ñ

�
Ê �Ó” as

“Õ
�
ç
'�C

�Ó Q�
��

�	« É�

�Ô �« �ð
�

@ È�

�ñ��̄ úÎ �« �é�J. �K� Aª
�Ó �� �	j

����Ë@
�
t�
��'. �ñ�Ó”

In contrast, GPT-3.5 and AceGPT 13B produced
less accurate or overly verbose responses, under-
scoring their limitations in addressing tasks that
demand lexical understanding.

Morphological pattern recognition, essential for
understanding Arabic word structure, yielded accu-
rate results across all evaluated models, with cor-
rect identification of the pattern " �é

�
Ë A �ª�	̄" for " �é�	̄ @ �Q �	k".

However, performance varied in consistency based
on F1-score and accuracy.GPT-4o was the top per-
former, with an F1-score of 0.98 and accuracy
of 0.96, consistently delivering precise outputs.
Gemini-1.5 Flash and SILMA-9B-Instruct also per-
formed strongly, achieving F1-scores of 0.94 and
0.91, with accuracies of 0.88 and 0.84. In compar-
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ison, AceGPT 13B and Aya 8B showed slightly
lower performance, with F1-scores of 0.86 and
0.80 and accuracies of 0.82 and 0.67, respectively.
These results emphasize the superior consistency
of GPT-4o, Gemini-1.5 Flash, and SILMA-9B-
Instruct, highlighting the impact of robust pretrain-
ing on morphological pattern recognition.

The translation task showed consistent perfor-
mance across models, with most accurately trans-
lating terms like “ é�J.

��J ����Ó” to “suspect”. Similarly,
semantic relation identification, which assesses the
ability to determine relationships between words
or phrases, showed the strengths of SILMA-9B-
Instruct and GPT-4o, as both models provided con-
cise and accurate answers. For example, they cor-
rectly identified the relationship between “Q�
J.�

�ª��K”
and “Q��
J.�

�ª
���JË
�
@ �é��K
 ��Q �k” as collocation “Ð 	PC�K”. Gemini-

1.5 Flash also demonstrated competence but occa-
sionally included extraneous explanatory text. In
contrast, GPT-3.5, Aya 8B, and AceGPT 13B strug-
gled to accurately identify specific relationships,
reflecting limitations in semantic reasoning.

POS tagging, a task requiring syntactic com-
prehension, revealed significant challenges for all
models. Even GPT-4o, the leading performer,
displayed inconsistencies in accuracy. Lower-
performing models, such as GPT-3.5, Aya 8B, and
AceGPT 13B, exhibited poor F1-scores and accu-
racy metrics. These results emphasize the need for
refinement in Arabic-specific POS tagging. The
most challenging task was generating accurate ex-
amples from the retrieved context, with GPT-4o
achieving an F1-score of 0.50 and accuracy of 0.33
the highest among the models. Overall perfor-
mance in this task, however, was suboptimal, with
most models scoring below 0.50, underscoring the
complexity of generative tasks in Arabic and the
difficulty of synthesizing diverse, contextually ap-
propriate examples.

This analysis of model performance across eight
tasks highlights both strengths and limitations in
the context of Arabic lexical information retrieval.
GPT-4o consistently demonstrated superior perfor-
mance, particularly in semantic reasoning and dia-
critization, while SILMA-9B-Instruct showed its
ability to maintain semantic consistency . Gemini-
1.5 Flash delivered reliable results across multiple
tasks. On the other hand, models such as GPT-3.5,
Aya 8B, and AceGPT 13B struggled with precision
and linguistic understanding.

6.3 Adapting the RAG Pipeline for Abjad and
Ajami Languages

The findings from this study on RAG for Arabic
lexical retrieval can be extended to languages like
Pashto, Sindhi, and Uyghur, as GPT-4 and Gemini-
1.5 Flash already support these languages through
multilingual. Their ability to handle morphologi-
cally complex languages such as Arabic and Per-
sian suggests strong potential for processing simi-
lar languages that use Abjad or Ajami scripts.

The RAG pipeline discussed in this study could
be adapted for these languages by leveraging its
strengths in semantic representation and contex-
tual generation. The embedding model E5, known
for its multilingual support, already covers Per-
sian and could be extended to Pashto, Sindhi, and
Uyghur with additional pretraining on relevant
datasets(Wang et al., 2022).

Adapting the RAG pipeline would require ad-
dressing specific challenges such as handling di-
acritics in Pashto and Sindhi, tone markings in
Uyghur, and limited digital corpora for these lan-
guages. Transfer learning from Arabic and Per-
sian models could mitigate these limitations, while
customized tokenization methods tailored to Ab-
jad and Ajami scripts could improve retrieval and
generation tasks. Future research should explore
expanding model capabilities through multilingual
and script-specific fine-tuning.

7 Conclusion

This study evaluates the performance of embed-
ding models in the recall of Arabic lexical informa-
tion retrieval and LLMs in processing and generat-
ing relevant answers to Arabic lexical information
questions. The results show that sentence embed-
ding models like E5 outperform in retrieval tasks,
achieving high accuracy in capturing semantic re-
lationships. For generation tasks, models such
as GPT-4o, Gemini-1.5 Flash, and SILMA-9B-
Instruct perform strongly, with GPT-4o leading
in generative capabilities. However, challenges re-
main in areas like diacritization and part-of-speech
tagging, where models like GPT-3.5 and AceGPT
13B showed limitations. Future work should focus
on optimizing these models and expanding datasets
to improve their handling of complex Arabic lin-
guistic features.
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Tasks Question Ground 
Truth 
Answer 

SILMA-
9B-
Instruct 

Aya 8B Gemini 
1.5 
Flash 

GPT4o GPT3.5 AceGPT 
13B 

Semantic 
Relations 

ما العلاقة الدلالية  
الرابطة بين )تعَْبيِر( 

يَّة الَتَّعْبيِرِ(؟   بـ )حُر ِ
 

 تلازم
 

 تلازم
 

العلاقة  
الدلالية بين 
)تعَْبيِر( و 

يَّة  )حُرِ 
الَتَّعْبيِرِ( هي  

أن الأولى  
هي اسم  

والثاني هو 
اسم آخر  

يصف  
المعنى  

 .الأول
 

العلاقة  
الدلالية  

الرابطة بين 
)تعَْبيِر( بـ  

يَّة  )حُر ِ
الَتَّعْبيِرِ( هي  

 .التلازم
 

العلاقة  
الدلالية  

الرابطة بين 
)تعَْبيِر( و 

يَّة  )حُر ِ
الَتَّعْبيِرِ( هي  
 .علاقة تلازم

 

العلاقة  
الدلالية  

الرابطة بين 
"تعبير" و  

"حرية  
التعبير" هي  
أن "تعبير"  

يشير إلى  
الفعل أو  

العملية التي  
تقوم بها 
الحرية 
 التعبير. 

العلاقة الدلالية  
الرابطة بين 
"تعبير" و  

"حرية  
التعبير" هي  
أن "تعبير"  

يشير إلى الفعل  
أو العملية التي  

تقوم بها 
 الحرية التعبير. 

Diacritization أسهم)  اكتب  
  تشكيلها مع( التأسيس

 بالحركات 
 

أسَْهُم  
 الَتَّأسِْيسِ 

 

  أسهم
 التأسيس 

 

أسهم  
 التأسيس 

 

أسَْهُم  
الَْتَّأسِْيسِ،  
 بتشكيلها: 

أسهم  
 التأسيس 

 

أسَْهُمُ  
 التَّأسِْيسِ 

 

 أسَْهُم الَتَّأسِْيسِ 
 

 التأسيس  أسهم
 

Root اللغوي الجذر ما  
 ؟(ملوم) لكلمة

  الجذر م و ل م و ل م و ل
  اللغوي
  لكلمة

:  هو( ملوم)
 م و ل

  الجذر
  لكلمة اللغوي

:  هو( ملوم)
 .م و ل

  اللغوي  الجذر
"  ملوم"  لكلمة

 ."م و ل" هو

  اللغوي  الجذر
( ملوم) لكلمة

 .(م و ل) هو

Meaning كلمة معنى ما  
م) ِ  ؟(مُلوَ 

  مُوَب خِ  
  الشَّخْصَ 

 عَلى مُعاتبِهُُ 
 أوَْ  قوَْل  
 غَيْرِ  عَمَل  
 .مُلائمِ  

  رأي هو
 سلبي

:  الإجابة
  مُوَبِ خ  

  الشَّخْصَ 
 عَلى مُعاتبِهُُ 

 أوَْ  قوَْل  
 غَيْرِ  عَمَل  
 مُلائمِ  

  كلمة معنى
م) ِ :  هو( مُلوَ 

  مُوَب خِ  
  الشَّخْصَ 

 عَلى مُعاتبِهُُ 
 أوَْ  قوَْل  
 غَيْرِ  عَمَل  
 مُلائمِ  

  كلمة معنى
م) ِ :  هو( مُلوَ 

  مُوَب خِ  
  الشَّخْصَ 

 عَلى مُعاتبِهُُ 
 عَمَل   أوَْ  قوَْل  
 .مُلائمِ   غَيْرِ 

م ِ  مُوَب خِ  : مُلوَ 
  الشَّخْصَ 

 عَلى مُعاتبِهُُ 
 عَمَل   أوَْ  قوَْل  
 .مُلائمِ   غَيْرِ 

  كلمة معنى
م) ِ  هو( مُلوَ 

  الشَّخْصَ  مُوَب خِ
 عَلى مُعاتبِهُُ 

 عَمَل   أوَْ  قوَْل  
. مُلائمِ   غَيْرِ 
  الكلمة هذه

  الشخص تعني
  أو يلُام الذي
 شخصًا يوُبخ
  بسبب آخر
 عمل أو قول
 .مناسب غير

Part of 
Speech 

  الكلامي القسم ما
 ؟ (تعَاَتبَْ ) لكلمة

:  الجواب أمر  فعل فعل
 أمر  فعل

  القسم أمر  فعل
  الكلامي

  لكلمة
: هو( تعَاَتبَْ )

 .فعل

  الكلامي  القسم
  لكلمة

 هو( تعَاَتبَْ )
 .فعل

  الكلامي  القسم
(  تعَاَتبَْ ) لكلمة

 .الفعل هو

Examples  على مثالً  أعطني 
  كلمة استخدام

 .(أوبال)

  حَجَر   أوبال  
 نَصْفُ  کريم  

 شَفَّاف  
 بأِلَوان  
 مُتعَدَِ دَة  

  حَجَر   أوبال  
 نَصْفُ  کريم  

 شَفَّاف  
 بأِلَوان  
 .مُتعَدَِ دَة  

: عليها مثال
  حَجَر   أوبال  
 نَصْفُ  کريم  

 شَفَّاف  
 بأِلَوان  
 .مُتعَدَِ دَة  

  حَجَر   أوبال  
 نَصْفُ  کريم  

 شَفَّاف  
 بأِلَوان  
 .مُتعَدَِ دَة  

  حَجَر   أوبال  
 نَصْفُ  کريم  

 بأِلَوان   شَفَّاف  
 .مُتعَدَِ دَة  

 رأيت عندما
 الأوبال
 في الجميل

  محل
  المجوهرات،

  شراؤه قررت
  لصديقتي

 .كهدية

  حَجَر   أوبال  
 نَصْفُ  کريم  

 بأِلَوان   شَفَّاف  
 .مُتعَدَِ دَة  

Translation كلمة  ترجمة ما  
 بالإنجليزية؟( مُشْتبَهَ)

Suspect Suspect Suspect Suspect كلمة ترجمة  
( مُشْتبَهَ)

 بالإنجليزية
 :هي

Suspect. 

Suspect كلمة ترجمة  
( مُشْتبَهَ)

 بالإنجليزية
 هي

"suspect". 

Morphological 
Pattern 

  الصرفي الوزن ما
 ؟ (خُرَافةَ) لكلمة

:  الإجابة فعُاَلةَ  فعُاَلةَ 
 فعُاَلةَ 

  الوزن
  الصرفي

  لكلمة
(  خُرَافةَ)

 فعُاَلةَ : هو

  الوزن
  الصرفي

  لكلمة
:  هو( خُرَافةَ)

 .فعُاَلةَ

  الوزن
  الصرفي

  لكلمة
  هو" خُرَافةَ "

 .فعُاَلةَ

  الوزن
  لكلمة الصرفي

  هو( خُرَافةَ)
 .(فعُاَلةَ)
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