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Abstract

Mental health disorders such as stress, anxi-
ety, and depression are increasingly prevalent
globally, yet access to care remains limited
due to barriers like geographic isolation, finan-
cial constraints, and stigma. Conversational
agents or chatbots have emerged as viable dig-
ital tools for personalized mental health sup-
port. This paper presents the development of a
psychological health chatbot designed specifi-
cally for Persian-speaking individuals, offering
a culturally sensitive tool for emotion detec-
tion and disorder identification. The chatbot
integrates several advanced natural language
processing (NLP) modules, leveraging the Ar-
manEmo dataset to identify emotions, assess
psychological states, and ensure safe, appropri-
ate responses. Our evaluation of various mod-
els, including ParsBERT and XLM-RoBERTa,
demonstrates effective emotion detection with
accuracy up to 75.39%. Additionally, the sys-
tem incorporates a Large Language Model
(LLM) to generate messages. This chatbot
serves as a promising solution for addressing
the accessibility gap in mental health care and
provides a scalable, language-inclusive plat-
form for psychological support.

1 Introduction

Mental health issues, such as stress, anxiety, and de-
pression, are increasingly prevalent worldwide, af-
fecting millions of individuals (Prince et al., 2007).
Access to effective mental health services, however,
remains limited due to barriers such as geographic
location, financial constraints, and societal stigma
(Javed et al., 2021).

This paper introduces a psychological health
chatbot designed to assist individuals in managing
their mental health. The chatbot’s primary func-
tions include detecting emotions, identifying po-
tential mental health disorders, and ensuring the
safety and appropriateness of its responses. The
chatbot is specifically designed for the Persian lan-

guage, filling a critical gap in mental health care
for non-English speaking communities.

The proposed system integrates several modules:
emotion detection, disorder identification, and lan-
guage model validation, ensuring safe, supportive
interactions. Using the ArmanEmo dataset, a Per-
sian emotion detection dataset, and advanced NLP
techniques, the chatbot offers personalized, cultur-
ally relevant mental health support (Mirzaee et al.,
2022). The development and evaluation of this
chatbot contribute to the growing field of AI-driven
solutions for mental health care, offering a resource
that is more accessible and language-inclusive.

2 Related Works

Artificial intelligence (AI) and machine learning
have increasingly been applied to mental health di-
agnosis, leveraging data from social media and dig-
ital platforms for early detection and intervention.
Sophisticated AI chatbots are now capable of pro-
viding real-time mental health support (Team Ca-
pacity, 2023). Research indicates that AI can pro-
vide an affordable supplementary approach to tradi-
tional therapies, effectively aiding in the reduction
of depressive and anxiety symptoms (Kaywan et al.,
2023). With an average satisfaction rating of 3.95
out of 5 (79%), user feedback demonstrates sub-
stantial satisfaction and engagement levels (Kay-
wan et al., 2023). A non-clinical randomized trial
platform further underscores the efficacy of AI-
driven computer-assisted cognitive-behavioral ther-
apy (CCBT) in alleviating self-reported depression
and anxiety symptoms among college students (Ful-
mer et al., 2018). A study examining the effective-
ness of CBT-based smartphone applications with
28 participants utilized the Shim chatbot, a text-
based smartphone app, to collect data over a two-
week period. The findings highlighted positive user
experiences and outcomes from interactions with
the chatbot (Ly et al., 2017).



65

Findings suggest that GPT is a highly effec-
tive tool for identifying psychological constructs
within textual data across multiple languages. Com-
pared to traditional methods like dictionary-based
and fine-tuned machine learning models, GPT of-
fers notable advantages: it performs consistently
across languages and contexts, eliminates the need
for training data, and operates with minimal cod-
ing through straightforward prompts (Rathje et al.,
2024). GPT has demonstrated significantly en-
hanced accuracy in detecting annotated sentiments
and discrete emotions, outperforming commonly
used dictionary-based methods prevalent in psy-
chology and social sciences (Jackson et al., 2022).

The World Health Organization (WHO) notes
a growing global need for mental health services
(World Health Organization, 2023), and machine
learning offers scalable solutions to address this
demand by analyzing large datasets for risk pre-
diction. Reports from the Australian Bureau of
Statistics (Australian Bureau of Statistics, 2021)
and the U.S. Department of Health and Human
Services (U.S. Department of Health and Human
Services, Substance Abuse and Mental Health Ser-
vices Administration, 2018) underscore the increas-
ing prevalence of mental health disorders, stressing
the need for technological innovations. Machine
learning and deep learning models have shown ef-
fectiveness in diagnosing mental health conditions
from digital data. Iyortsuun et al. (Iyortsuun et al.,
2023) review these techniques, finding deep learn-
ing methods particularly adept at identifying com-
plex patterns, such as predicting suicidal tendencies
from social media content (Wies et al., 2021). Chal-
lenges remain, particularly regarding stigma and
self-stigma, which hinder help-seeking behavior
(Clement et al., 2015; Oexle et al., 2017). Digital
interventions, like AI chatbots, offer promise by
providing anonymous support. However, ethical
considerations must be addressed to align these
technologies with human-centric values (Bryant,
2023; The Center for Humane Technology, 2023).

3 Methodology

Mental health issues, such as stress and anxiety, are
increasingly common. Traditional therapies, while
effective, are often inaccessible due to geographic
or financial barriers. Digital solutions like con-
versational agents offer personalized mental health
support. This study develops a conversational agent
with emotion detection, disorder identification, and

response safety evaluation to assist users in improv-
ing mental health. You can see the structure of
this conversational agent in Figure 1. As illustrated
in the figure, the system processes user messages
through several steps. First, the input messages are
analyzed using the Emotion Classifier, the Disor-
der Detection module, and the Message Validator.
The Emotion Classifier identifies the emotions con-
veyed in the input text. The Disorder Detection
module determines whether the user is experienc-
ing stress. Simultaneously, the Message Validator
assesses whether the user’s message aligns with
the chatbot’s intended purpose. If the message is
unrelated, the system provides a default response,
notifying the user that their input is not relevant
to the chatbot and cannot contribute to improving
their emotional state.

For messages deemed relevant, the system con-
siders the current input alongside previous mes-
sages, assigning weights to earlier messages based
on their temporal proximity to the latest input. Us-
ing this contextual information, an answer is gen-
erated by a LLM. The generated response is then
validated to ensure it is non-toxic and does not
elicit negative emotions. If the response passes val-
idation, it is presented to the user as the chatbot’s
reply.

4 Emotion Detection Module

This module identifies emotions in user messages
based on six primary categories: sadness, hate,
fear, anger, happiness, and surprise. An additional
label, other, is included to account for emotions
beyond these categories. By analyzing the input
text, the module detects the user’s emotional state,
which is then utilized to generate optimal responses
aimed at fostering calmness and improving emo-
tional well-being. Further details regarding the
module’s implementation and performance are pro-
vided in Appendix A.

The six primary emotions are described as fol-
lows:

• Sadness: Sadness is a negative emotional
state often linked to experiences of loss, hope-
lessness, or failure. It arises in response to
distressing events and is associated with re-
duced interest in activities, low energy, and a
desire for isolation (Beck, 1976).

• Hate: Hate is an intense and negative emo-
tion characterized by feelings of hostility and
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Figure 1: The structure of the mental health conversational agent. The system processes user messages through
emotion classification, disorder detection, and message validation. Relevant messages are combined with contextual
information to generate responses using a LLM. Responses are validated for non-toxicity before being delivered to
the user.

disgust toward a specific target. It is associ-
ated with aggressive behaviors and hostility
toward individuals or groups. Hate is recog-
nized as one of the fundamental emotions in
early theories of emotion (Izard, 1977).

• Fear: Fear is a natural response to real or
perceived threats. It is marked by heightened
alertness and readiness to confront or avoid
danger. Physiological indicators, such as in-
creased heart rate and sweating, are common
markers of fear. The "fight or flight" theory
highlights fear’s role as a survival mechanism
(Cannon, 1932).

• Anger: Anger typically emerges from provo-
cations or frustrations and is often accompa-
nied by a desire to confront the source of irri-
tation. Behavioral indicators such as muscle
tension and harsh vocal tones are associated
with anger, which is seen as a natural regula-
tory response to challenges (Averill, 1982).

• Happiness: Happiness is a positive emotional
state characterized by feelings of satisfaction,
joy, and well-being. It is commonly expressed
through smiling, social engagement, and other
positive behaviors. Subjective measures of

happiness demonstrate its validity as a dis-
tinct emotional construct (Lyubomirsky and
Lepper, 1999).

• Surprise: Surprise is a brief reaction to un-
expected events that often increases attention
and focus. Nonverbal cues such as widened
eyes and immediate verbal reactions are com-
mon indicators. Surprise is considered one
of the primary emotions in studies of facial
expressions (Ekman and Friesen, 1975).

4.1 LLM message validator
The module is designed to function as a filter, en-
suring that messages generated by the LLM are
neither toxic nor contain language that could evoke
negative feelings in users. In this context, toxic
language refers to expressions that are offensive,
hateful, or emotionally harmful, including cyber-
bullying, harassment, and hate speech. Toxicity is
inherently multi-dimensional and context-sensitive,
requiring careful consideration of intent, language
nuances, and social context. This aligns with the
definition proposed by Sheth et al. (2021)., who em-
phasize the need for psychological and social theo-
ries to define toxicity while addressing ambiguities
across its dimensions through explicit knowledge
in computational models.
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The six categories of toxicity used in this work
are defined as follows (Al-Saffar et al., 2021):

• Toxic: General harmful, rude, or disrespectful
comments.

• Severe-Toxic: A more extreme form of toxic-
ity, often involving intense or persistent offen-
sive language.

• Obscene: Comments containing vulgar or in-
appropriate language.

• Threat: Comments containing expressions of
intent to harm others.

• Insult: Comments meant to demean or belittle
someone.

• Identity-Hate: Comments targeting individu-
als or groups based on their identity, such as
race, religion, gender, or ethnicity.

The performance metrics and detailed descrip-
tions of the module are provided in Appendix B for
further reference.

4.2 Users message validator

The goal of this section is to assess the rele-
vance of user messages to psychology-related top-
ics. Considering the diversity of users and the
wide range of discussion topics, a data-driven ap-
proach was adopted for model design. To train the
model, a dataset of user messages with the system
was collected. This dataset included 1,025 mes-
sages, meticulously labeled by human experts into
two categories: "psychology-related" and "non-
psychology-related." The labeling process involved
careful evaluation of each message’s content based
on criteria such as topic, tone, and the use of psy-
chological terms or concepts.

As shown in Table 1, the dataset includes ex-
amples of messages, their translations, and as-
signed labels, which illustrate the distinction be-
tween "psychology-related" and "non-psychology-
related" categories. The performance metrics and
detailed descriptions of the module are provided in
Appendix C for further reference.

4.3 Stress Detection

Based on Hans Selye’s theory (Selye, 1956), stress
is defined as a nonspecific response of the body to
any demand or change, manifesting in three stages:
alarm, resistance, and exhaustion. In the alarm

stage, the body quickly responds to a challenge;
during the resistance stage, it actively confronts the
threat, and if stress persists, it enters the exhaustion
stage, which can lead to physical and psychological
issues.

Richard Lazarus and Susan Folkman (Lazarus
and Folkman, 1984) define stress from a cognitive
perspective as the result of an individual’s mental
appraisal of a situation and the available resources
to cope with it. According to their theory, stress
occurs when an individual perceives a situation
as a threat or challenge that exceeds their coping
abilities.

The performance metrics and detailed descrip-
tions of the module are provided in Appendix D
for further reference.

4.4 Content Generator
A LLM and three classification models are used
to detect stress disorders, recognize user emotions,
and evaluate chatbot responses to prevent inappro-
priate or toxic replies. The chatbot algorithm ana-
lyzes conversation history, calculates the weighted
average of emotions and psychological disorders,
and generates a short and friendly response in Per-
sian. The chatbot uses emojis and informal lan-
guage to create a more personable response without
directly mentioning the user’s stress or emotions.
This chatbot has been used by around 190 people,
who independently engaged with it since its devel-
opment and the distribution of its link on LinkedIn
by community members, and approximately 2,000
messages have been exchanged with it.

The psychological chatbot algorithm is designed
to provide personalized and friendly responses to
users. Its functioning can be broken down into the
following steps:

• Input and Output: The algorithm has two
main inputs:

– chat_history: The conversation his-
tory between the user and the chatbot.

– window_size: Defines how many mes-
sages from the conversation history
should be considered.

– input_text: The new message entered
by the user.

The output is a response generated by the AI,
which is sent to the user.

• Adjusting the Conversation History: First,
if the window_size is specified, the algorithm
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Message (Original) Translation (English) Tag
فکر نیست. خوب حالم اصلا امروز

متنفرن. ازم همه میکنم

I am not feeling well at all today. I think everyone
hates me.

Related

بلدی؟ نویسی برنامه Do you know programming? Not-Related

Table 1: Sample Messages with Translations and Labels

Algorithm 1 Generate AI Response for Psychological Chatbot
1: Input: chat_history, window_size, input_text
2: Output: AI response answer
3: if window_size then
4: chat_history← chat_history[:window_size]
5: end if
6: messages← chat_history
7: emotion← calculate_weighted_average(chat_history, ’emotion’)
8: disorder← calculate_weighted_average(chat_history, ’disorder’)
9: Create prompt with context and user data as follows:

The previous messages are the chat history between a patient and a psychologist. Suppose you are a professional
psychologist. Based on the following information, respond to the patient with a short message. (Prevent to say ’Hi’
in each message. And only speak in Persian)

Emotional status: {emotion}

Mental disorder status: {disorder}

Patient message: {input_text}

Speak more sincerely and informally, and use emojis to create a friendlier tone. Avoid mentioning the user’s stress
or emotion levels directly, and don’t discuss them. Just be aware of these levels to respond appropriately.

10: messages.add({"role": "user", "content": prompt})
11: response ← openai.ChatCompletion.create(

model = "gpt-4o-mini-2024-07-18",
messages = messages

)
12: return response

limits the conversation history to the number
of messages defined by window_size. This
helps focus on recent messages to provide a
more relevant response.

• Calculating Emotions and Mental
Status: The algorithm then uses the
calculate_weighted_average functions
to calculate the weighted average of emo-
tions (emotion) and mental disorder status
(disorder) based on the messages in the
conversation history. These values reflect the
user’s emotional and mental state throughout
the conversation and are used to adjust the
chatbot’s response.

• Creating a Prompt for the Model: Using
the calculated information (emotions and men-
tal disorder status), the algorithm generates a
prompt containing instructions for the model.
This prompt directs the model to respond like
a professional psychologist, focusing on the
conversation without directly referring to the
user’s stress or emotional levels.

• Adding New Message to Conversation His-
tory: The user-generated message is added as

the most recent entry to the list of messages.

• Generating a Response with the GPT
Model: Finally, the algorithm uses the GPT
model gpt-4o-mini-2024-07-18 to gener-
ate a response. This model works with the
input messages (messages) and provides a re-
sponse based on the prompt and conversation
history.

• Returning the Response: The algorithm re-
turns the generated response, which is then
displayed to the user.

This method helps the chatbot respond appro-
priately while considering the user’s mental and
emotional state, aiming to maintain a friendly and
informal communication style.

4.5 User satisfaction

The user satisfaction form includes a series of ques-
tions, aimed at enabling participants to evaluate the
quality and user experience of their interaction. Par-
ticipants are asked to rate aspects such as the ease
of understanding and responding to the chatbot;
the resemblance of the experience to a psychiatric
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session in terms of time commitment; the effective-
ness of text messaging compared to speaking with
a psychiatrist; the efficacy of the question sequence
in assessing depression levels; and the likelihood of
recommending the interaction to friends and family
in Iran. The form concludes with an open-ended
question that allows participants to provide addi-
tional comments. These open-ended responses will
be incorporated into future training phases.

By analyzing satisfaction rates and feedback, im-
provements will continue to be made to enhance
interactivity and encouragement for future partici-
pants.

5 Results and Evaluations

The PHQ-9 is known for its unidimensional struc-
ture, solid validity, and reliability, and is regarded
as a useful and effective tool in epidemiological
and research contexts. Based on prior studies and
the current data, it is suggested that the PHQ-9
may also be applicable in other contexts within the
studied population, though further confirmation is
needed.(Dadfar et al., 2018) The PHQ-9 is a self-
administered scale used for screening, assessing,
and monitoring depression severity.(Kroenke et al.,
2003)

This scale consists of nine items that reflect
symptoms over the past two weeks, with one
item evaluating functional impairment (Associa-
tion et al., 2015). Each item is scored on a 4-point
Likert scale, ranging from 0 to 3: “not at all” (0),
“several days” (1), “more than half the days” (2),
and “nearly every day” (3). The total score on the
PHQ-9, summing all nine items, ranges from 0 to
27. A score of ≥ 15 is classified as major depres-
sion, while a score of ≥ 20 indicates severe major
depression. The diagnostic validity of the PHQ-
9 for major depressive disorder (MDD) has been
confirmed through studies in eight primary care
settings and seven obstetric clinics (Kroenke et al.,
2001).

Various versions of the PHQ-9 suggest different
cut-off points, ranging from ≥ 9 to ≥ 13, with
sensitivity levels between 73.8% and 77.5%, and
specificity from 76.2% to 97%.(Santos et al., 2013;
Khamseh et al., 2011)

The experimental procedure was conducted in
three phases: before the initial interaction with the
chatbot, after one week, and finally, at the conclu-
sion of the 14-day period. Throughout this time-
frame, users were required to engage in daily inter-

actions with the chatbot.
A total of 14 participants were recruited for the

experiment. Considering that participants were al-
lowed to withdraw at any stage of the experiment
(based on signing the consent form), one participant
withdrew due to the sudden passing of their niece,
two participants withdrew due to a lack of time, and
three participants withdrew because the experiment
was uninteresting or unattractive to them. Ulti-
mately, the experiment was successfully completed
by 9 participants. The detailed user information
is presented in Table 2. During the experiment,
emotions and stress levels were monitored and doc-
umented through the chatbot’s integrated modules.

Upon completion of the experimental period, an
extensive analysis of the collected data was under-
taken. Insights derived from user conversations,
alongside emotion and stress data, yielded several
notable observations. Firstly, as depicted in Fig-
ure 2, users exhibited higher stress levels at the
beginning of the week, which gradually decreased
midweek, only to rise again towards the end of the
week and the start of a new one. Additionally, in
relation to users’ emotional responses during inter-
actions with the chatbot, it is evident from Figure 3
that participants predominantly expressed feelings
of sadness, followed by happiness.

Moreover, as shown in Figure 4, 7 out of the 9
participants exhibited signs of improvement by the
end of the experiment. However, 2 participants,
identified by IDs 171 and 181, did not show signs
of recovery, as indicated by their test results. A fur-
ther review of these cases suggests that the chatbot
may not be effective in providing immediate assis-
tance for users suffering from severe depression.
For such individuals, professional psychological
intervention and treatment are recommended.

Gender Location Age User ID

male Zanjan 27 166
male Kashan 24 171

female Mashhad 23 172
male Tehran 24 175

female Tehran 16 179
male Tehran 20 181

female Tehran 47 187
male Tehran 30 189

female Yazd 22 191

Table 2: Table showing gender, location, age, and user
ID.
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Figure 2: Average stress levels of all volunteer users
over the two-week experiment

Figure 3: Average emotional responses of all volunteer
users during chatbot interactions.

6 Conclusion and Future Works

In this section, we discuss our conclusions and the
future work for this chatbot

6.1 Conclusion

The evaluation of the psychological chatbot demon-
strated that it effectively facilitated natural and
smooth interactions, offering valuable emotional
feedback and responses aligned with cognitive-
behavioral therapy principles. Users reported vary-
ing levels of satisfaction based on their initial men-
tal health status, with those exhibiting higher levels
of psychological distress showing less satisfaction.
Despite these challenges, the chatbot successfully
provided emotional reflections and relevant psycho-
logical techniques, contributing to improvements
in users’ anxiety and depression levels.

The chatbot’s responses were generally accu-
rate and addressed users’ psychological issues,
although its effectiveness varied. The analysis
conducted by a licensed psychologist registered
with the Iranian Psychological Association indi-
cated that, while the chatbot adhered to cognitive-
behavioral standards, it diverged from existential

Figure 4: Results of the PHQ-9 questionnaire for all
users.

and Rogerian methods, which emphasize Socratic
dialogue over structured techniques. User experi-
ences were acceptable, with the chatbot meeting
key criteria such as relevant responses, emotional
reflection, and maintaining a coherent interaction
memory.

A key strength of the system is its use of XLM-
RoBERTa as the pre-trained model for multilingual
capabilities, and ChatGPT-4.0 Mini, a multimodal
model, enabling emotion detection and disorder
identification to generalize effectively to other lan-
guages that use the Arabic script. This design ex-
tends the system’s scope beyond Persian, making
it applicable to other low-resource languages, en-
hancing its usability in diverse linguistic contexts.

However, the chatbot has limitations, including
repetitive handling of some emotions and chal-
lenges in managing user anger. To address these
issues and enhance the chatbot’s capabilities, sev-
eral improvements are suggested. These include
recommending self-help resources, implementing
user follow-up features, and configuring therapy
sessions with specific protocols.

6.2 Future Work

Future developments should focus on improving
the chatbot’s performance by closely simulating
expert psychologists’ approaches and enhancing
the system’s ability to understand and respond to
user emotions. Implementing a system for building
user profiles and using past interaction data to tailor
responses could significantly improve the chatbot’s
effectiveness. Adopting advanced techniques such
as Retrieval-Augmented Generation (RAG) can en-
hance response relevance by leveraging historical
conversation data.
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To further advance the chatbot, expanding data
collection efforts and improving data quality are es-
sential. Collaboration with counseling centers and
psychologists could provide valuable insights and
data for refining the system. Adding voice commu-
nication capabilities would not only increase user
engagement but also enhance comfort by offering
voice responses and transcription services. These
steps, along with ongoing refinement of models
and protocols, will help bridge the gap between the
chatbot and traditional psychological therapies, ulti-
mately leading to a more effective and user-friendly
tool.

7 Limitations

Despite the promising outcomes observed in the
chatbot’s performance, several limitations should
be acknowledged. One major constraint is the
lack of suitable hardware resources, particularly
GPUs, which has hindered the development and
fine-tuning of a custom language model tailored for
the mental health domain. Due to this limitation,
we were compelled to rely on OpenAI’s pre-trained
models, which may not fully capture the nuances of
mental health dialogue, especially in handling com-
plex psychological states such as anger or deeper
existential concerns. The reliance on external mod-
els also introduces challenges in achieving com-
plete control over the model’s behavior, potentially
affecting the precision of psychological techniques
used by the chatbot.

Another significant limitation lies in the evalua-
tion process. Psychological interactions are inher-
ently dynamic and personal, making it difficult to
create repeatable experiments with consistent re-
sults. User experiences and responses vary across
different sessions, even with the same user, due
to changes in mental state, environmental factors,
and timing. Consequently, establishing a controlled
experiment with identical conditions for all users
proved to be a challenge. This variability in user in-
teraction presents difficulties in benchmarking the
chatbot’s performance consistently, as real-world
psychological factors introduce noise that is hard to
quantify or replicate in a laboratory setting. These
limitations highlight the need for further improve-
ments in both model customization and experimen-
tal design to enhance the chatbot’s reliability and
overall effectiveness.

Ethics Statement

This study focuses on human behavior and moods,
with ethical considerations addressed through strict
adherence to established guidelines to ensure the
validity of the methods and approaches employed.
Particular attention is given to safeguarding partici-
pants’ privacy. Access to raw data is restricted ex-
clusively to the research team, ensuring that unau-
thorized individuals cannot gain access. Partici-
pants are assured that all data remains anonymous
to protect their privacy, and informed consent was
obtained for their participation in this evaluation
for educational purposes.

The development and deployment of a text-based
empathetic chatbot also involve significant ethical
considerations. Key concerns include protecting
user data privacy, particularly emotional data, and
implementing strict data protection measures to
prevent misuse. It is emphasized that the chatbot
is not a substitute for professional psychological
or medical advice. The project is guided by the
principle of beneficence, aiming to enhance user
well-being and minimize harm. Additionally, the
chatbot’s development adheres to ethical standards
of fairness, non-discrimination, and bias preven-
tion.
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A Emotion Detection

1.1 Dataset Overview
The ArmanEmo dataset is a Persian-language emo-
tion detection dataset with over 7000 manually
labeled sentences. The sentences were sourced
from platforms such as Twitter, Instagram, and
Digikala and are categorized into seven emotion
labels: Anger, Fear, Happiness, Hatred, Sadness,
Wonder, and Other (for emotions not covered by
the main emotion labels).

The dataset has been split into training and test-
ing sets and provided in TSV format. Transfer
learning experiments have shown that ArmanEmo
is better suited for emotion detection tasks com-
pared to other older Persian datasets (Mirzaee et al.,
2022). See Table 3 for details on the data sources
used for ArmanEmo.

Source Persian Tweets Instagram Comments Digikala Comments
Collection Period 2017-2018 2017-2018 2018

Raw Data 1.5M 1M 50K
Labeled for Manual Annotation 3.5K 3K 1K
Data for Automatic Annotation 4.5K - -

Table 3: Data sources for the ArmanEmo dataset, in-
cluding collection periods, raw data size, and data la-
beled through both manual and automatic annotation
processes.

The dataset has been split into training and test-
ing sets and provided in TSV format. Transfer
learning experiments have shown that ArmanEmo
is better suited for emotion detection tasks com-
pared to other older Persian datasets (Mirzaee et al.,
2022).

1.2 Model Performance and Testing
Various models were tested on the ArmanEmo
dataset. Below are the results of the key models:

1. ParsBERT: A version of BERT optimized for
the Persian language. Achieved an accuracy
of 63.8575 after 17 epochs (Farahani et al.,
2021b).

2. RoBERTa-Facebook: An optimized version
of BERT developed by Facebook, which
achieved an accuracy of 63.1625 after 5
epochs (Liu et al., 2019).

3. RoBERTa-Base-ft-UDPOS28: A version
of RoBERTa fine-tuned for part-of-speech
tagging, achieving 62.033 accuracy after 5
epochs (et al., 2019).

4. XLM-RoBERTa-Large: A multilingual ver-
sion of RoBERTa trained on data from over

100 languages. This model performed the
best, showing superior generalization capa-
bilities on the ArmanEmo dataset (Conneau
et al., 2020).

1.3 Performance Comparison
Table 4 provides a summary of the precision, recall,
and F1 scores for each model tested.

Model Precision Recall F1
FastText (Joulin et al., 2016) 54.82 46.37 47.24

HAN (Yang et al., 2016) 49.56 44.12 45.10
RCNN (Lai et al., 2015) 50.53 48.11 47.95

RCNNVariant (Lai et al., 2015) 51.96 48.96 49.17
TextAttBiRNN (Waleed Ragheb and Servajean, 2019) 54.66 46.26 47.09

TextCNN (Kim, 2014) 58.66 51.09 51.47
ParsBERT (Farahani et al., 2021b) 67.10 65.56 65.74

XLM-Roberta-base (Conneau et al., 2020) 72.26 68.43 69.21
XLM-Roberta-large (Conneau et al., 2020) 75.91 75.84 75.39

Table 4: Comparison of Model Performance on Ar-
manEmo Dataset for emotion detection task(Precision,
Recall and F1 metrics are macro).

B LLM message validator

In this module, the generated text by LLM is eval-
uated to ensure that no inappropriate content is
included in the user-provided text. Given the im-
portance of vocabulary and its impact on users’
mental well-being, text evaluation and generating
suitable content aimed at improving the user’s state
of mind are critical tasks.

2.1 Implementation
Since the chatbot operates in Persian, access to and
use of a Persian language dataset was necessary.
Due to the unavailability of an appropriate Persian
dataset, an English-language dataset was used and
translated using existing translation APIs, such as
deep-translator (Ezzat, 2020). Consequently,
the "Jigsaw Toxic Comment Classification" dataset
(Jigsaw and Google, 2018) was utilized as a ref-
erence. This dataset contains 159,571 samples
with six labels, including "toxic," "identity_hate,"
"insult," "threat," "obscene," and "severe_toxic."
Since the dataset is multi-label, it allows for the
possibility that a sample may have multiple labels.
After translation, preprocessing was performed us-
ing the hazm library (Poostchi and Zarei, 2016),
which includes operations such as removing extra
spacing and reducing the repetition of consecutive
words. Moreover, untranslated English words were
removed using Unicode.

Given the data imbalance, as clearly shown in
Table 5 as first two columns, where the distribution
of the labels is presented, the need to improve the
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biased dataset was identified. To address this, a
balanced subset was selected for each label. Due
to hardware limitations during training, the dataset
was reduced to 20,000 samples, with the distribu-
tion of labels shown in Table 5 in two balanced
columns. Initially, the data was split into train-
ing and testing sets in a 4:1 ratio. Hyperparameters
were determined manually using trial and error, and
the final hyperparameters used for training the mod-
els are as follows: the number of training epochs
was set to 3, with a per-device training batch size of
8 and an evaluation batch size of 16. The learning
rate was adjusted to 2e-5, and a weight decay of
0.01 was applied. For optimization, the AdamW op-
timizer was employed. The different models were
then trained and evaluated based on the test data.
The results are presented in Table 6. According
to the obtained results, the xlm-roberta-large
(Conneau et al., 2019) model was selected as the fi-
nal model used in the message validator module
to evaluate the LLM-generated text. The detailed
results of the final model’s evaluation on the test
data are presented in Table 7.

2.2 Challenges in Implementation
One of the main challenges was the absence of a
suitable Persian dataset, which required the trans-
lation of another dataset. Due to the weaknesses
in translator APIs, such as inaccuracies in trans-
lating slang, idiomatic expressions, and offensive
terms, this led to unbalanced translations or the non-
translation of some words. Additionally, the lim-
ited availability of multi-class datasets with clearly
labeled instances for different types of offensive or
inappropriate sentences restricted the implementa-
tion to a specific dataset.

Label Absent Present Balanced Absent Balanced Present
toxic 144,277 15,294 4,879 15,121

severe-toxic 157,976 1,595 13,369 6,631
obscene 151,122 8,449 10,741 9,259
threat 159,093 478 8,129 11,871
insult 151,711 7,877 10,403 9,597

identity-hate 158,166 1,405 6,495 13,505

Table 5: Number of record counts in base dataset with
balanced format for each label in the dataset for LLM
Text Validation Module (Jigsaw and Google, 2018).

C Users message validator

In light of the possibility of irrelevant conversa-
tions occurring between users and chatbots, the
necessity of implementing a module to evaluate
the relevance of user messages with the chatbot’s

Model Precision Recall F1-score
BART-base (Lewis et al., 2020) 92.66 88.81 90.54
BART-large (Lewis et al., 2020) 93.44 88.58 90.82

ELECTRA-base (Clark et al., 2020) 91.47 83.06 86.92
ParsBERT (Farahani et al., 2021a) 93.93 91.62 92.99

BERT (Devlin et al., 2018) 93.69 91.08 92.49
XLNet-base (Yang et al., 2019) 90.44 86.39 87.97

DistilRoBERTa-base (Sanh et al., 2019) 92.63 88.72 90.63
DistilBERT (Sanh et al., 2019) 93.88 91.84 92.80

XLM-RoBERTa-large (Conneau et al., 2019) 92.35 93.95 93.43

Table 6: The performance of the proposed model on
custom data that explained in Table 5.

Label Precision Recall F1-score
toxic 94.16 97.55 95.83

severe-toxic 97.42 88.39 92.68
obscene 89.59 88.55 89.07
threat 99.19 97.79 98.48
insult 86.87 89.00 87.92

identity-hate 96.48 92.84 94.63
Overall-accuracy 70.53

Table 7: The result of XLM-Robetrta-large model on
balanced dataset 5 for LLM Text Validation module.Due
to the multilabel and multiclass structure of the dataset,
there are cases where some labels are correctly identi-
fied while others are missed. This causes differences
between the Precision and F1-Score values and the Over-
all Accuracy.

purpose has been identified. A dataset comprising
conversations between users and the chatbot was
collected and labeled accordingly.

Subsequently, preprocessing was performed on
the generated dataset using the hazm library. This
process involved correcting typographical errors,
addressing literary issues in the text, eliminating
repetitive characters, and removing stopwords. The
final dataset, based on the distribution of labels, is
presented in Table 8.

Given the limited size of the dataset, the cross-
validation method was employed to train the mod-
els. The dataset was divided into five parts, with
each iteration using four parts for training and one
part for validation. This process was repeated five
times so that each part was tested as a validation
set. The hyperparameters used for training were
optimized for transformer-based models as follows:
the number of training epochs was set to 7, with
gradient accumulation steps of 2. The per-device
training batch size was set to 4, while the evalu-
ation batch size was set to 8. The learning rate
was adjusted to 2e-5, and a weight decay of 0.01
was applied. The results of the selected models are
presented in Table 9.

Based on the results, it was observed that the
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ParsBERT model outperformed others and was thus
selected as the baseline model. In cases where
user conversations were deemed irrelevant to the
chatbot’s purpose, a static message is sent to the
user, and the API call is prevented, guiding the
conversation back on track to improve the user’s
experience.Table ?? shows that the chatbot ignores
texts that are not related to its purpose.

3.1 Challenges

Due to the limited number of samples in the dataset,
there was a risk of overfitting during model training,
which was mitigated by utilizing cross-validation.
Additionally, certain conversations contained non-
Persian text, emojis, or punctuation, necessitating
further preprocessing to ensure high-quality data
for model training.

Label Count
Not Related 524

Related 738

Table 8: Number of Samples for Each Label in a col-
lected dataset from user conversations.

Model Name F1-Score Precision Recall
ParsBERT (Farahani et al., 2021a) 95.26 96.80 93.86

distil-bert multilingual 94.78 93.48 96.19
bert (Devlin et al., 2018) 91.86 96.23 88.68

XLM-Roberta-base (Conneau et al., 2019) 92.70 93.97 91.56
bart-base (Lewis et al., 2019) 81.78 88.37 76.45

DeBERTA-base 84.59 87.16 82.37
BART-large 81.49 83.24 80.08

electra-base (Clark et al., 2020) 67.55 79.92 62.63
xlnet-base (Yang et al., 2019) 50.11 33.71 97.82

XLM-Roberta-large 18.88 11.72 65.81

Table 9: Performance of Evaluated Models on the Col-
lected Dataset.

D Stress Detection

4.1 Dataset Description

The dataset used for stress detection was con-
structed using text-based social media articles from
Reddit and Twitter, as described in the paper titled
"Stress Detection from Social Media Articles: New
Dataset Benchmark and Analytical Study". The
datasets are publicly available1.

Dataset Overview: We constructed four high-
quality datasets using text articles from Reddit and
Twitter. Each article is annotated with a binary
class label where:

1https://www.kaggle.com/datasets/mexwell/
stress-detection-from-social-media-articles

• 0: Stress Negative article

• 1: Stress Positive article

The annotation was performed using an automated
DNN-based strategy outlined in the aforemen-
tioned study.

The four datasets are described as follows:

• Reddit Title: Consists of titles from arti-
cles collected from both stress and non-stress-
related subreddits on Reddit.

• Reddit Combi: Combines the title and body
text from articles collected from both stress
and non-stress-related subreddits on Reddit
into a single text sequence.

• Twitter Full: Contains stress and non-stress-
related tweets collected from Twitter.

• Twitter Non-Advert: A denoised version of
the Twitter Full dataset, excluding advertising
content.

4.2 Model Architecture

We employed a sequential neural network model to
detect social media text stress. The architecture of
the model is as follows:

• Embedding Layer: The embedding layer is
initialized with 40-dimensional word vectors
and a maximum input sequence length of 20
tokens. This layer contains 160,000 parame-
ters.

• Bidirectional LSTM Layer: A Bidirectional
Long Short-Term Memory (LSTM) layer with
100 units in each direction, yielding an output
of 200 units. This layer consists of 112,800
parameters.

• Dropout Layer: A dropout layer is added
to reduce overfitting by randomly dropping
neurons during training with a dropout rate of
50%.

• Dense Output Layer: A fully connected
dense layer with a sigmoid activation func-
tion is used for binary classification (stress vs
non-stress), adding 201 trainable parameters.

The model has a total of 273,001 trainable pa-
rameters and achieves an accuracy of 98% on the
test set, as summarized in Table 10.

https://www.kaggle.com/datasets/mexwell/stress-detection-from-social-media-articles
https://www.kaggle.com/datasets/mexwell/stress-detection-from-social-media-articles
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Class Precision Recall F1-Score
0 (Non-Stress) 0.96 0.99 0.97

1 (Stress) 0.99 0.96 0.98
Accuracy 0.98

Table 10: Model Performance on Stress Detection Task.

The macro and weighted averages for precision,
recall, and F1-score are consistently high, indicat-
ing robust performance across both stress and non-
stress classes.
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