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Message from the Workshop Chair

The  workshop  on  Automatic  Assessment  of  Atypical  Speech  (AAAS)  explores  the 
assessment of pronunciation and speaking skills of  children, language learners, and 
speakers with speech sound disorders and methods to provide automatic rating and 
feedback  using  automatic  speech  recognition  (ASR)  and  large  language  models 
(LLMs). The workshop takes place in Tallinn, Estonia, on March 5th, 2025, in a physical 
setting, allowing for potential hybrid participation.

Automatic speaking assessment (ASA) is a rapidly growing field that answers to the 
need for AI tools to self-practise second and foreign language skills. This is not limited 
to  pronunciation  assessment,  but  the  AI  systems  can  also  provide  more  complex 
feedback about fluency, vocabulary and grammar of the recorded speech. ASA is also 
very relevant for the detection and quantification of speech disorders and for developing 
speech  exercises  that  can  be  performed  independently  at  home.  The  important 
applications of processing non-standard speech also include interfaces for children and 
elderly speakers as an alternative to using text input and output. The topic is timely, 
because the latest large speech models allow us now to develop ASR and classification 
methods for  low-resourced data,  such as atypical  speech,  where annotated training 
datasets are rarely available, expensive and difficult to transcribe, rate and share. 

The idea to organize this workshop came during the last year of a 4-year long research 
project TEFLON with partners from Finland, Sweden and Norway. The project has been 
funded by NordForsk’s programme for multidisciplinary research collaboration in Nordic 
countries and it focused on gamified pronunciation training and assessment for children 
learning  Nordic languages. The goal of this workshop is to present the latest results in 
the field of ASA and discuss the future work and collaboration between the researchers 
in Nordic and Baltic countries.

In  the  call  for  papers,  we  invited  students,  researchers,  and  other  experts  and 
stakeholders  to  contribute  papers  and/or  join  the  discussion  on  the  following  (and 
related) topics:

 Automatic  speaking  assessment  (ASA)  for  L2  (second  or  foreign  language) 
pronunciation

 ASA for spoken L2 proficiency
 ASA for speech sound disorders (SSD)
 Automatic speech recognition (ASR) for L2 learners



 ASR for children and young L2 learners
 ASA and ASR for Nordic and other low-resource languages and tasks
 Spoken L2 learning and speech therapy using games
 Automatic generation of verbal feedback for spoken L2 learners using LLMs

In  total  7  submissions  were  received  of  which  4  were  archival  submissions.  The 
programme committee (PC) consisted of 27 members (excluding the 3 program chairs), 
who served as reviewers providing at  least  3 reviews for each archival  submission. 
Based on the PC assessments regarding the content, and quality of the submissions, 
the  program  chairs  decided  to  accept  only  2  submissions  for  presentation  and 
publication.  The  non-archival  submissions  were  presentation  abstracts  of  related 
projects  in  Finland and Estonia.  These 3  project  presentation  submissions,  2  peer-
reviewed research papers, 1 invited presentation from the TEFLON project and 2 other 
invited talks together compose our workshop programme consisting of 8 talks and a 
panel discussion.

To complete the programme we invited 3 keynote talks to strengthen the connection of 
the speaking assessment research to its main application fields: in speech therapy by 
Nina  Benway  (University  of  Maryland,  USA)  and  second  language  proficiency 
assessment Ari Huhta (University of Jyväskylä, Finland). For the third keynote talk we 
invited all the partners of the TEFLON project to briefly present their key results.

Thank  you  to  everyone  for  being  part  of  AAAS-2025,  and  I  wish  you  a  wonderful 
workshop!

Mikko Kurimo, Workshop Chair
Espoo
February 2025
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Invited Talk: What is so hard about AI Speech Therapy? Evidence 
from Efficacy Trials
Nina R Benway
University of Maryland, College Park

   
Artificial  intelligence  (AI)  speech  therapy  systems  hold  significant  potential  for 
individuals  seeking  to  acquire  and  generalize  speech  sound  motor  plans  through 
targeted  intervention.  Research  indicates  that  approximately  5,000  speech  therapy 
practice  trials  are  required  to  generalize  a  newly  acquired  speech  motor  plan  to 
continuous speech [1, 2]. However, access to sufficiently intensive intervention remains 
a challenge worldwide [3-6], with the actual dosage of therapy often falling well below 
evidence-based recommendations [7-9]. AI speech therapy systems could help bridge 
this gap by enabling at-home, independent practice and automated feedback that aligns 
with  best-practice  intensity  levels  and  therapeutic  paradigms  [10].  While  recent 
technological advancements have begun to overcome key technical barriers like child 
speech data scarcity  and limited technical  transparency,  important  questions remain 
regarding the therapeutic efficacy of  AI  clinicians.  High-quality clinical  trials are now 
emerging,  offering  critical  insights  into  the  real-world  effectiveness  and  therapeutic 
impact of AI-driven speech therapy tools [11, 12].

It  is  important  to  critically  examine the rigor  of  these clinical  trials  and the broader 
implications they pose for the future of AI speech therapy. Key questions include: What 
clinical  results  do  developers  need  to  report  to  show that  their  systems are  fit-for-
purpose?  How  do  AI-driven  speech  analysis  and  intervention  systems  compare  to 
human  clinician  judgment  in  real-world  settings?  Which  speech  errors  are  most 
appropriate  for  automated  analysis?  What  child  profiles  are  best  suited  for  ethical 
independent  speech practice? What  preferences and difficulties  do users  have with 
regard to AI clinicians? This presentation explores both the promise and limitations of 
AI-driven  speech  therapy  through  the  lens  of  systematic  review  [13-16],  recently 
completed small-n and randomized efficacy trials [11, 12], and our ongoing randomized 
controlled trials.
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Invited Talk:  Automatic assessment of second/foreign language 
speaking:  Review  of  developments  for  examination  and 
teaching/learning purposes
Ari Huhta
University of Jyväskylä

The presentation focuses on describing how automatic assessment of second/foreign 
language (L2) speech has advanced due to innovations in speech processing, machine 
learning,  and  natural  language  processing  (NLP).  Modern  systems  evaluate 
pronunciation,  fluency,  prosody,  and  intelligibility  using  a  combination  of  acoustic, 
linguistic, and prosodic features (e.g.[3, 5]).

Advances  in  artificial  intelligence  (AI)  have  led  to  improvements  in  assessment 
accuracy.  These  advancements  have  been  integrated  into  commercial  applications, 
including TOEFL®, Pearson’s Versant, Duolingo English Test, and AI-driven tutoring 
systems like ELSA Speak. While English is still the most common language assessed 
automatically, significant developments are taking place also for many other languages 
(e.g. [1, 2, 4]).

Despite  progress,  challenges  remain  in  data  scarcity,  accent  robustness,  bias 
mitigation, and adaptive feedback. Current systems still struggle with diverse L2 accents 
and ensuring fairness in automated scoring. Future developments are likely to focus on 
multimodal integration (speech, facial expressions, gestures), explainable AI feedback, 
and personalized adaptive learning models to improve language learning experiences.
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