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1 Research interests

Ensuring safe online environments is a formidable chal-
lenge, but nonetheless an important one as people are
now chronically online. The increasing online presence
of people paired with the prevalence of harmful content
such as toxicity, hate speech, misinformation and disin-
formation across various social media platforms (Ciftci
et al., 2017; Watanabe et al., 2018; Mohan et al., 2017;
Döring and Mohseni, 2020) and within different video
games (Silva et al., 2020) calls for stronger detection and
prevention methods. According to the Anti-Defamation
League’s 2023 report, toxicity in gaming is “now so per-
vasive that it has become the norm for many players”
(ADL, 2023). Moreover, concerns among experts are ris-
ing about the potential for advanced AI to cause signif-
icant harm through manipulation, even before ChatGPT.
Sophisticated AI-assisted information operations have al-
ready emerged as a growing concern (Hitkul et al., 2021;
McKay and Tenove, 2021; Tucker et al., 2017). Already
in 2022, systems like Cicero, an AI language agent, had
demonstrated capabilities in persuasion and deception
within social gaming environments (FAIR et al., 2022).

To foster a healthier online community, companies
have experimented with various approaches to curb the
dissemination of toxic and harmful content. These efforts
range from word censorship and player bans to content
moderation and flagging controversial posts for review.

My research interests primarily lie in applied natu-
ral language processing for social good. Previously, I
focused on measuring partisan polarization on social me-
dia during the COVID-19 pandemic and its societal im-
pacts (Yang et al., 2021, 2024b). Currently, at Ubisoft
La Forge, I am dedicated to enhancing player safety
within in-game chat systems by developing methods to
detect toxicity (Yang et al., 2023), evaluating the biases
in these detection systems (Van Dorpe et al., 2023), and
assessing the current ecological state of online interac-
tions (Yang et al., 2024a). Additionally, I am engaged
in simulating social media environments using LLMs
to ethically test detection methods, evaluate the effec-
tiveness of current mitigation strategies, and potentially
introduce new, successful strategies.

1.1 Safety With In-Game Chat Systems

Ensuring player safety in online games begins with ef-
fectively detecting and preventing toxicity within in-
game chat systems. As more games feature online mul-
tiplayer modes with team and all-chat options, players
engage in conversations through both text and speech.
While definitions of toxicity and hate speech vary among
researchers and industry platforms, we adhere to the def-
initions outlined by the Fair Play Alliance (Lewington,
2021). My initial focus was on improving the detection
of toxicity (Yang et al., 2023). Previous research pri-
marily focused on social media, revealing that incorpo-
rating the context of parent posts did not enhance perfor-
mance. Since in-game conversations are more cohesive,
I integrated techniques from dialogue systems, including
previous chat lines and speaker segmentation, to model
multi-turn conversations. This enabled the creation of a
context-aware model capable of detecting toxicity in real-
time game chat.

While advancing these LLMs to detect toxicity is cru-
cial, addressing the potential biases inherent in them is
equally important. Consequently, our team measured
identity biases using a game-focused dataset (Van Dorpe
et al., 2023). Inspired by reactivity analysis, we had
users annotate whether a sentence was toxic. We gen-
erated sentences typical of in-game chat while replac-
ing key words with specific attributes (e.g., black, trans),
groups (e.g., white, young people, women), and per-
sonas (e.g., artist, streamer). This approach allowed us
to measure whether detection algorithms reacted differ-
ently to certain terms, leading to unfair treatment of spe-
cific groups of players, either through over-penalization
or under-penalization.

To fully grasp the current state of toxicity within in-
game chat systems, we ran our detection system on a full
year’s worth of chat data (Yang et al., 2024a). This re-
search examined in-game events, the number of players
and matches played, and the types of games. We rec-
ognize that any deployed system will naturally elicit re-
actions from players. A holistic approach that consid-
ers both the technical aspects of toxicity detection and
the socio-cultural environment of online gaming commu-
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nities is essential. By gaining a comprehensive under-
standing of these factors, the player safety team can de-
vise more effective strategies to foster a safer and more
inclusive gaming ecosystem. Capturing the current eco-
logical state before deployment allows us to measure the
impact of this detection system in conjunction with any
mitigation strategies deployed.

1.2 Simulating Social Media w/ LLMs
With the rise of generative LLMs, the question arises
whether they can be utilized to simulate high-fidelity
reflections of social environments, creating a sandbox
mode that allows us to ethically test detection and mit-
igation strategies for social harms such as manipula-
tion during election discourse, the spread of toxicity, hate
speech, misinformation, and disinformation.

LLMs have demonstrated the ability to reflect polit-
ical attitudes (Argyle et al., 2023), showcase personal-
ity traits (Serapio-García et al., 2023), and simulate so-
cial interaction (El-Kishky et al., 2022; Törnberg et al.,
2023). Researchers have already begun using LLMs on a
small scale, such as simulating a small town (Park et al.,
2023) and social media (Törnberg et al., 2023). Our cur-
rent work at my research lab focuses on expanding these
simulations to a larger scale using the open-source social
media platform Mastodon as the environment. We will at-
tempt to employ personas that reflect reality-matching de-
mographics and activity/network attributes from massive
Twitter datasets (Pelrine et al., 2023b; Yang et al., 2021;
Pelrine et al., 2023a; Orlovskiy et al., 2024). Addition-
ally, we will then introduce benign agents fine-tuned for
varying levels of susceptibility to misinformation, mir-
roring human populations (Liu et al., 2023), and ma-
licious agents that would replicate severe manipulation
threats. This controlled setting will then enable us to
quantify manipulation effects and assess the effectiveness
of proposed defenses, yielding broad applications across
AI safety, social science, and policy.

2 Spoken dialogue system (SDS) research
The research on player safety systems is closely con-
nected to spoken dialogue system research, as players
frequently communicate through text and speech. Lever-
aging LLMs to simulate these social environments al-
lows us to ethically test current prevention methods and
understand the effectiveness and potential unintended
consequences of various mitigation strategies. Spoken
dialogue systems, such as chatbots and virtual assis-
tants, rely on natural language processing and generation,
which are also fundamental to LLMs. By studying the
manipulation and mitigation of social harms in these sim-
ulations, we can develop more robust and ethical dialogue
systems capable of detecting and preventing misinforma-
tion, hate speech, and other malicious content in real-time

interactions. This cross-disciplinary approach enhances
the safety and trustworthiness of AI-driven communica-
tion technologies in both written and spoken forms, ulti-
mately contributing to a more secure and inclusive digital
environment.

3 Suggested topics for discussion
• Understanding and mitigating social harms: Ad-

dressing toxicity and misinformation through high-
fidelity simulation environments.

• Enhancing safety in online environments: multi-
modal models, handling multi-lingual conversations
(where a sentence can contain more than one lan-
guage), and addressing accents and region-specific
dialogue.

• Personification of LLM agents: Developing coher-
ent responses based on backstory and personality.

• Ethically simulating social media sandbox environ-
ments at scale with LLM agents: Including the post-
ing of text, speech, images, and video.

• Re-balancing the playing field between good and
bad actors: Strategies for countering societal-scale
manipulation.
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