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1 Research interests

My primary research interests lie in evaluating and im-
proving the faithfulness of language model-based text
generation systems. Recent advances in large language
models (LLMs) such as GPT-4 (OpenAI et al., 2024) and
Llama (Touvron et al., 2023) have enabled the wide adop-
tion of LLMs in various aspects of natural language pro-
cessing (NLP). Despite their widespread use, LLMs still
suffer from the problem of hallucination (Huang et al.,
2023), limiting the practicality of deploying such systems
in use cases where being factual and faithful is of criti-
cal importance. My research specifically aims to evaluate
and improve the faithfulness, i.e. the factual alignment
between the generated text and a given context, of text
generation systems. By developing techniques to reliably
evaluate, label, and improve generation faithfulness, we
can enable wider adoption of dialog systems that need to
converse with human users using accurate information.

1.1 Evaluating the Faithfulness of Dialog
Summarization Systems

Evaluating generated text is often considered a task that
is as difficult as generating text per se. Besides gold-
standard human evaluation, long-standing automatic met-
rics such as ROUGE (Lin, 2004) and BLEU (Papineni
et al., 2002) have been shown to poorly correlate with
human judgements in evaluating faithfulness (Maynez
et al., 2020). More recent LM-based metrics such as CTC
(Deng et al., 2021) and BARTScore (Yuan et al., 2021)
that are designed to target faithfulness exhibit higher cor-
relation with human judgements but often do not account
for the types of errors dialog summaries tend to make, re-
sulting in lower performance when evaluating summaries
in the dialog domain. To address this issue, I developed
technique to improve upon the existing BARTScore met-
ric, tailoring them specifically to account for the unique
challenges of dialog summarization, such as colloquial
speech, ellipses, and coreference errors.

In-domain Fine-tuning As highlighted in Huang et al.
(2022), metrics that perform well on news summarization
often fail to transfer effectively to dialog summarization.

I investigated techniques to adapt BARTScore to the dia-
log domain by (1) fine-tuning on other dialog data along
with automatically generated summaries (2) fine-tuning
on the training set of the evaluation data directly. Re-
sults show both approaches can improve metric perfor-
mance on dialog summaries with fine-tuning directly on
the evaluation data being the most effective.

Learning from Synthetic Negative Samples To cap-
ture the common types of errors that come with dialog
summaries, I investigated methods to generate negative
sample summaries that reflect common error types in di-
alog summaries (Tang et al., 2022), such as entity swap-
ping, mask and regenerate, and totally irrelevant halluci-
nation. Then I applied unlikelihood training to the nega-
tive samples, which minimized the probability of generat-
ing negative tokens, thus assigning lower score to unfaith-
ful summaries. Results show learning from negative sam-
ples can further improve BARTScore’s correlation with
human judgements, and using all error types yields the
highest performance gain.

Through this research, I developed techniques to im-
prove the performance of BARTScore (a high perform-
ing metric at the time) at evaluating dialog summaries,
enabling more reliable assessment of dialog summariza-
tion systems.

1.2 Improving the Faithfulness of Abstractive
Summarization Systems

In this research, I attempted at improving summarization
faithfulness by investigating methods to properly lever-
age span-level hallucination information.

Span-level Hallucination Labeling To identify the
spans of text that contain hallucinated information, I
leveraged GPT-4 as an automatic labeler. I created a
dataset of summaries with span-level hallucination anno-
tations by prompting GPT-4 to label information in gen-
erated summaries that is inconsistent to the source docu-
ment.

Comparison of Training Methods This research com-
pared different training approaches that can leverage neg-
ative samples to reduce unfaithfulness, including gra-
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dient ascent (Yao et al., 2024), unlikelihood training
(Welleck et al., 2020), and task vector negation (Ilharco
et al., 2023). The results indicate that unlikelihood train-
ing is particularly effective in reducing unfaithful infor-
mation in LLM-generated summaries. The reduction of
hallucinated content is also confirmed by human annota-
tions on a subset of generated summaries.

Through this research, I found an effective method to
improve summary faithfulness, i.e. span-level annotation
and unlikelihood training, and the improvement is con-
sistent across both news and dialog domain. These find-
ings pave ways to reduce hallucinations in text generation
more generally.

1.3 Fine-grained Annotation of Generated Text

As Section 1.2 has shown that span-level hallucination
annotation can provide valuable information that can be
leveraged to improve summary faithfulness, obtaining re-
liable span-level annotation becomes a critical step in
improving faithfulness. Moreover, most text generation
metrics only provide scalar value scores, revealing no in-
formation on the reasoning and the part of the text that
resulted in such scores. Due to the uninterpretability of
these metrics, they provide little guidance on how to im-
prove the generated text. Thus, I am currently looking
into developing a metric that is based on span-labeling,
providing not only scores but also the reasons that re-
sulted in the scores. I believe that interpretability is a
crucial feature in the next generation of evaluation met-
rics.

2 Spoken dialogue system (SDS) research

The field of Spoken Dialog Systems (SDS) research is
poised for significant advancements in the coming years,
driven by the rapid progress in large language models
and the increasing demand for more natural and reliable
human-computer interactions. In my opinion, develop-
ing more context-aware and factually consistent systems
along with reliable evaluation metrics should be impor-
tant themes of SDS research for the next 5 to 10 years.
Advancements in these areas will enable wider adoption
of SDS in various scenarios:

• Healthcare: Assisting in patient triage, mental
health support, and chronic disease management.

• Education: Providing personalized tutoring and lan-
guage learning assistance.

• Customer Service: Handling complex queries and
providing more empathetic interactions.

Our generation of young researchers has the potential to
make significant contributions in several areas:

• Developing highly faithful and contextually appro-
priate response generation techniques.

• Creating more robust and interpretable evaluation
metrics that can reliably assess system outputs of de-
sired quality, such as coherence, engagingness, and
faithfulness.

• Improving the handling of ambiguity and implicit
information in conversations.

To achieve these goals, we may need to answer some key
questions:

• How can we effectively combine the strengths of
rule-based systems with the flexibility of neural ap-
proaches to achieve faithful responses?

• How can we make SDS and its evaluation metrics
more interpretable?

• What are the best ways to incorporate real-world
knowledge and common sense reasoning into SDS?

As we advance in this field, it will also be important
to address challenges related to privacy, bias mitigation,
and maintaining the balance between automation and hu-
man oversight. The goal should be to create SDS that not
only understand and respond accurately but also enhance
human capabilities and improve quality of life across di-
verse user groups and applications.

3 Suggested topics for discussion
• Are autoregressive LLMs limited by their token-by-

token nature, thus unable to plan their outputs and
produce fully faithful generations?

• What does it mean for a language processing system
to “understand” language?

• Bisk et al. (2020); Bender and Koller (2020) have
suggested that training on predicting the next word
alone is unable to capture meaning which requires
grounding. Are vision-language models (or LLMs
trained on more modalities of data) enough to cap-
ture meaning? Or are symbolic representations re-
quired?
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