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Abstract

Abusive language detection has drawn increas-
ing interest in recent years. However, a
less systematically explored obstacle is label
imbalance, i.e., the amount of abusive data
is much lower than non-abusive data, lead-
ing to performance issues. The aim of this
work is to conduct a comprehensive compar-
ative study of popular methods for address-
ing the class imbalance issue. We explore
10 well-known approaches on 8 datasets with
distinct characteristics: binary or multi-class,
moderately or largely imbalanced, focusing
on various types of abuse, etc. Addition-
ally, we propose two novel methods special-
ized for abuse detection: AbusiveLexiconAug
and ExternalDataAug, which enrich the train-
ing data using abusive lexicons and external
abusive datasets, respectively. We conclude
that: 1) our AbusiveLexiconAug approach,
random oversampling, and focal loss are the
most versatile methods on various datasets; 2)
focal loss tends to yield peak model perfor-
mance; 3) oversampling and focal loss pro-
vide promising results for binary datasets and
small multi-class sets, while undersampling
and weighted cross-entropy are more suitable
for large multi-class sets; 4) most methods are
sensitive to hyperparameters, yet our suggested
choice of hyperparameters provides a good
starting point.

1 Introduction

The rapid expansion of social media platforms fa-
cilitates easy expression of opinions. However, the
anonymity and lack of accountability can encour-
age speaking without inhibition, especially in an
aggressive, offensive, or hateful way. To confront
the surging amount of user-generated web content,
we need effective automatic approaches to detect
abusive content. Various systems and datasets have
been introduced recently, such as for hate speech
(de Gibert et al., 2018), offensive language (David-
son et al., 2017), cyberbully (Chen et al., 2012) and
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sexism (Samory et al., 2020) detection. Therefore,
we consider abusive language as an umbrella term
to refer to a wide range of improper content.

Since the majority of accessible online texts are
not abusive, only a small portion of the data falls
into the positive (abusive) classes, leading to imbal-
anced label distribution in the available resources.
In some datasets, an abusive class may comprise
only a few percent of all data, even as low as 4%
as in the dataset released by Bretschneider et al.
(2014). Class imbalance impedes learning and
classification performance of machine learning al-
gorithms, leading to over-classifying the majority
classes. Previous approaches attempt to mitigate
the issue with specific techniques, such as down-
sampling the majority and augmenting the minority
class (Rizos et al., 2019), or adjusting the bias term
of the output neurons (Pavlopoulos et al., 2020).
However, there is an absence of comprehensive
empirical studies that systematically compare dif-
ferent methods for the class imbalance problem for
abusive language detection. Our work closes this
research gap and provides insights and guidelines
for selecting suitable methods for a given setup.

Existing methods for mitigating the class
imbalance issue can generally be categorized
into data-level, model-level and hybrid methods.
Data-level methods focus on utilizing data resam-
pling or augmentation (Chawla et al., 2002; Han
et al., 2005; Liu et al., 2009a; Yen and Lee, 2009;
Zhang and Li, 2014), model-level techniques adjust
the classification model to increase the importance
of the minority class (Lawrence et al., 1996; Phan
and Yamamoto, 2020; Lin et al., 2020; Li et al.,
2020), while hybrid methods combine both data-
and model-level techniques (Chawla et al., 2003;
Guo and Herna L., 2004; Zhou and Liu, 2006;
Buda et al., 2018). As the main contribution of
this project, we conducted an extensive study to
examine the effectiveness of popular techniques
in resolving the class imbalance issue, specifically
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in abusive language detection. We explored 8 bi-
nary and multi-class datasets with varying degrees
of imbalance ratios and diverse definitions of abu-
sive labels. Additionally, based on observations
of existing methods, as a secondary contribution,
we propose two task-specific methods and evalu-
ated their efficacy: augmenting texts of the minor-
ity class 1) with synonym replacement of abusive
terms (AbusivelLexiconAug) and 2) with external
datasets (ExternalDataAug). Our results suggest
that random oversampling, focal loss (Lin et al.,
2020) and AbusiveLexiconAug are applicable to
the widest range of datasets, with focal loss be-
ing the most promising method to achieve the best
model performance, albeit requiring careful hyper-
parameter tuning. We analyzed different aspects of
the tested methods and datasets to provide useful
insights and guidelines for practitioners in the field.

2 Related Work

2.1 Abusive Language Detection

Various datasets and approaches have been pro-
posed for detecting abusive language (de Gibert
etal., 2018; Davidson et al., 2017; Chen et al., 2012,
inter alia). In terms of model architectures, most
approaches involve fine-tuning Transformer-based
models, such as BERT (Devlin et al., 2019). Ex-
cept for artificially balanced datasets, most corpora
contain the non-abusive class as the majority of the
samples. Previous work attempted to solve this
problem with several methods, including random
sampling (Rizos et al., 2019), data augmentation
with synthetic samples (Steimel et al., 2019) or
back-translation (Al-Azzawi et al., 2023), adjust-
ing the bias term of output neurons (Pavlopoulos
et al., 2020) or using weighted cross-entropy (Das
et al., 2021). However, most work only tests a few
methods to mitigate class imbalance, and there is a
lack of a systematic comparison.

2.2 Class Imbalance

Since many machine learning tasks are affected
by this problem, various approaches have been
proposed to solve it. We can categorize these ap-
proaches into three groups: data-level, model-level
and hybrid methods. We refer to (Krawczyk, 2016;
Johnson and Khoshgoftaar, 2019; Kaur et al., 2019;
Henning et al., 2023) for comprehensive surveys.
Our primary objective in this study is to provide
practical insights and guidance for researchers
when confronting the class imbalance problem,
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specifically in the abusive language detection task.

2.2.1 Data-level Methods

The general idea is to preprocess the training data
to reduce the imbalance among different classes.
Popular methods include resampling and text aug-
mentation. Resampling mainly involves manip-
ulating the class distributions of the initial train-
ing sets. The most fundamental versions of the
resampling strategy are random over- and under-
sampling, which involve making copies of minority
and deleting majority samples to balance the class
distribution. Experimental results in (Buda et al.,
2018; Padurariu and Breaban, 2019) showed that
random oversampling is the best method for ad-
dressing the imbalance issue in most circumstances.
Liu et al. (2009b) showed that deleting some ma-
jority class samples can lead to a performance drop
and proposed two methods, EasyEnsemble and Bal-
anceCascade to mitigate this issue by combining
multiple models trained on different subsets of the
original data. Estabrooks et al. (2004) conducted
comparative experiments with both resampling
methods on medical image data, concluding that
oversampling and undersampling can have equiva-
lent performance, and there are no obvious optimal
resampling ratios for either of the strategies. We
also experimented with random over- and under-
sampling in our study.

Text augmentation includes methods for increas-
ing the diversity of training texts without explic-
itly collecting new data (Feng et al., 2021; Bayer
et al.,, 2022). Representative strategies can be
categorized into three parts: rule-based, instance
interpolation-based and model-based. Rule- and
model-based methods are mainly implemented
with text replacement, deletion, and insertion oper-
ations, while interpolation-based approaches com-
bine two real samples to synthesize a new one.
Rizos et al. (2019) proposed three techniques, in-
cluding synonym replacement, to reduce the degree
of class imbalance in abusive datasets and achieved
significant F} improvements on a selection of neu-
ral architectures. In our study, we compare the
effectiveness of the text augmentation method im-
plemented by token-level synonym replacement
based on different replacing strategies. We also
proposed two innovative augmentation methods
with abusive lexicons and external abusive texts.



2.2.2 Model-level Methods

To address the negative influence of the imbal-
ance in the original training data, adjustments can
be made to the classification models. There are
two main approaches: threshold-moving and loss
function modifications. Threshold-moving (also
known as thresholding or post-scaling) is applied
only during inference time by moving the classi-
fication threshold toward minority classes so that
they are more likely to be predicted. Among the
different variants (Lawrence et al., 1996; Zhou and
Liu, 2006; Tian et al., 2020), one of the most basic
versions is to compensate for prior class probabil-
ities (Richard and Lippmann, 1991). Due to no
hyper-parameter tuning requirements, we test this
method in our work.

The widely used cross-entropy (CE) loss grants
equal importance to each class without taking their
numbers of samples into account. A simple modifi-
cation of the CE loss is to add a class weight coeffi-
cient so that all classes make the same contribution
to the weight optimization (Phan and Yamamoto,
2020). Lin et al. (2020) further pointed out that the
hard, misclassified samples are suppressed by easy-
to-classify samples during training and presented
focal loss (FL) to increase the importance of mis-
classified samples. Li et al. (2020) held the view
that the CE loss is accuracy-oriented and thus not
optimal for improving the F} scores for the classifi-
cation of imbalanced datasets. They introduced the
dice coefficient as the harmonic mean of precision
and recall to minimize the gap between the training
objective and the evaluation metrics. In our study,
we mainly focus on the weighted cross-entropy loss
and the focal loss.

2.3 Hybrid Methods

It is also possible to combine multiple types of
methods. Based on the observations that oversam-
pling and undersampling are both useful to some
degree, Estabrooks et al. (2004) designed a combi-
nation scheme to jointly employ results from mul-
tiple oversampling and undersampling classifiers.
Buda et al. (2018) found that thresholding worked
well together with oversampling for image data.
Inspired by their work, we experimented with the
combination of over- and undersampling.

3 Methods

In this section, we first provide a formal definition
of the label imbalance problem, followed by a dis-
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cussion of the methods that were investigated in
our work. With our method selection, our aim is
to focus on approaches that are widely used and
easy to implement in real-world applications. In
this way, we expect our conclusions to be practical
and valuable to practitioners.

Given an abusive dataset of /V text samples de-
noted as D = {(z1,41),...,(xn,yn)} and a set
of labels C, where y; € C indicates whether
a sample z; is non-abusive or belongs to a cer-
tain subtype of abusive language (offensive, sex-
ist, etc).! We denote N, as the number of sam-
ples in a class ¢ € C. Due to the existence of
more non-abusive speech than abusive speech on
the Internet, we have an uneven distribution of
N, among different classes. We define the im-
balance ratio p, as the ratio between the maxi-
mum number and the minimum number of texts
among all the classes: p = N, /N, With
Cmax = argmaX.cc Ne, Cmin = arg min .o V.

3.1 Data-Level Methods
3.1.1 Random Sampling

With random sampling methods, we attempt to ad-
just our training set such that a certain class is
distributed against other classes with a desired im-
balance ratio (p) for re-sampled data.

Random Oversampling (ROS) In ROS we ran-
domly pick a text from the minority classes and
duplicate it to achieve the desired imbalance ratio.
After applying ROS, a class ¢ will be represented
with N/ % examples, if N, < N.

Random Undersampling (RUS) Contrary to
ROS, we randomly delete certain numbers of texts
from a majority class to obtain an expected dis-
tribution among classes. After RUS, a class c is
expected to only contain N/ = N, - p" examples,
if N. > N..

Hybrid Sampling (Combi RS) We also combine
ROS and RUS to filter texts from majority and
duplicate minority classes to obtain an balanced
distribution with p’ = 1. To this end, we first
choose a resampling percentage p. A resampled
dataset with |C'| classes will have a total number
of N/ = p- N samples, with N/ = % samples in
class c. Then, we randomly selected IV samples

from each class with replacement. In view of the
|C|'N5min
N

choice of p = resulting in all the classes

'We focused on single-label classification in this work.



undersampled to N . samples, and p = %

leading all the classes to be oversampled to N,
samples, we tuned the resampling percentage p

s C|-N,_. ‘N
within the range of € (' | S el %“‘“ ).

3.1.2 Text Augmentation

Instead of simply duplicating samples as in ROS,
we augment texts from the minority class by re-
placing words with their synonyms to obtain an ex-
pected imbalance ratio. We test a technique based
on contextual embeddings for word replacement:

BERTAug Similarly to random oversampling,
we randomly pick texts from the minority classes
to achieve the desired imbalance ratio. However,
instead of simply duplicating the selected samples,
we use them to generate new samples by replac-
ing some of the words in them. To this end, we
randomly mask aug, percentage of the words in
a given input and feed the surrounding tokens to
HateBERT? (Caselli et al., 2021) to find the topy,
most suitable replacements at each masked position.
New samples are generated by randomly sampling
a token for each masked position from the topy,

candidates. We tune the values of aug,, top), and
/

p.
3.2 Model-Level Methods

Threshold-Moving (TM) Adjusting the thresh-
old of the decision boundary allows us to prior-
itize the underrepresented classes. An effective
approach that works well for various tasks is to
compensate for the imbalance with the prior proba-
bility of the classes (Buda et al., 2018). Instead of
adjusting the actual decision threshold, we adjust
class probabilities at inference time as:

p(yi = clz;)
p(yi = c)

Pyi = clzi) ; (D

where p(y; = ¢) = % We do not use the develop-
ment nor the test set to tune the adjustment.

Weighted Cross Entropy (Weighted CE) In-
stead of adjusting the prediction as in TM, weighted
CE accounts for label imbalance during model
training. The standard loss function for classifi-
cation tasks is cross-entropy:

Li==> 6(yi,c)logp(y; = o),
ceC

2)

*We choose HateBERT over a plain pre-trained BERT
model because it is a re-trained BERT model on a Reddit
abusive dataset is the same domain what we are working on.
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where ¥ is the predicted class of sample i €
{1,...,N},and (-, -) is 1 in case of equal param-
eters and 0 otherwise. This form assigns the same
importance to all the classes, meaning the contri-
bution of each class to the loss is greatly affected
by the number of samples, i.e., minority classes are
suppressed when the imbalance ratio is large. To
mitigate this issue, we leverage a weight for each
class to balance their influence. The class weight
a, for a class c can be either a fixed number pro-
portional to the training set distribution defined as
N% or a hyperparameter to be tuned during train-
ing. We compared the performance of both settings.
The weighted CE loss is thus defined as:

Li=—=) ad(yi,c)logp(y; = o).
ceC

3)

Focal Loss (FL) In contrast, FL aims to differen-
tiate between hard and easy texts. Easy-to-classify
samples may result in a low loss value, causing pre-
mature stopping, while hard samples are still not
correctly classified. To address this issue, Lin et al.
(2020) proposed FL by introducing a modulating
term to the CE loss to make the loss function focus
more on hard and misclassified samples. This is
particularly beneficial for minority classes, which
are usually harder to learn compared to the major-
ity classes. With FL, the majority class is gradually
down-weighted, so that the minority class can be
further improved. FL is defined as:

FL; =
= 8(yi, o) (1 — ply; = )" log p(y; = o),

ceC

“)
where v is a modulating factor. With v = 0 fo-
cal loss degrades to the original CE loss. When
v > 0, misclassified samples with a small prob-
ability (p(y; = c)) have a scaling factor near 1,
and their losses remain unaffected. However, for
well-classified samples with a probability close to
1, the scaling factor approaches 0 and the loss is
down-weighted.

Weighted Focal Loss (Weighted FL) As pro-
posed by Lin et al. (2020), we can apply an -
balanced focal loss in practice:

FL; =
=" acblyi, (1 - ply; = o)) log ply! = o).
ceC
)



4 Our Methods

Although ROS and RUS improve class imbalance,
ROS can lead to overfitting if samples are dupli-
cated too many times, while RUS removes valuable
information. Naive data augmentation methods try
to enrich the training data with new information
(words), however efficacy on abusive datasets is
limited, since most of the randomly replaced words
are not abusive. Considering these disadvantages,
we propose two new abusive language detection-
specific data augmentation methods.

ExternalDataAug Instead of simply duplicating
samples as in ROS, we augment a certain class in
the training data with texts from another abusive
dataset bearing classes with analogous definitions.
In this way, we can improve the distribution of the
minority classes and provide more abusive informa-
tion at the same time without sample duplication.
For each minority label, we randomly choose a sub-
set from one or more suitable datasets to reach a
desired imbalance ratio p’, as in ROS. For minor-
ity labels that do not have enough external data to
augment, we use ROS to oversample them. We pro-
vide details of the combined datasets and classes in
Appendix A.1.

AbusiveLexiconAug Since BERTAug chooses
words to be replaced randomly, it fails to introduce
new informative words regarding abusive classi-
fication. Therefore, we turn to an abusive lexi-
con, which we use to find abusive words to replace
in the inputs, as well as to select replacements
from. As the lexicon, we leverage a combination of
the following existing lexicons: 1) English swear
words on Wiktionary® with 60 words; 2) English
profanity on Wiktionary* with 55 words; 3) Mul-
tilingual Offensive Lexicon (Vargas et al., 2021)
with 610 terms; 4) Hate Speech Lexicon (Davidson
etal., 2017) with 178 terms; 5) Lexicon of Abusive
Words (Wiegand et al., 2018) with 2858 unique
abusive words, resulting in a lexicon of 3331 dis-
tinct abusive terms. Given an input sample, we
choose aug, percentage of terms that are contained
in the abusive lexicon, and look for their topg most
similar pairs in the lexicon based on the similar-
ities of their FastText embeddings® (Bojanowski

3https://en.wiktionary.org/wiki/Category:
English_swear_words

4https://en.wikipedia.org/wiki/Ca’cegory:
English_profanity

SWe use FastText instead of BERT embeddings to find
topy, replacements of a given word, since we have no context
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Dataset #Texts Label Distri (%) P Source
Twitter- 31,962 | Non-Hate 93% Hate 7% | 13.3 | Twitter
Hate-Speech
. . . Civil
Civil-Comments 5,000 | Non-Toxic 92% Toxic 8% | 11.5
Comments
Gibert-2018 10,703 Non-Hate 89% Hate 11% | 7.9 | Stormfront
US-Election-2020 | 3,000 | Non-HoF 88% HoF 12% | 7.5 | Twitter
CMSB 13,631 | Non-Sexist 87% Sexist 13% | 6.5 | Twitter
. Normal 72% Spam 16% .
Founta-2018 46,452 Abusive 8% Hateful 4% 20.3 | Twitter
Davidson-2017 | 24,783 | | Offensive 7% Neither 17% | 134 | pyiyer
Hate Speech 6%
Discredit 51% Harassment 18%
AMI-2018 2,245 | Stereotype 14% Dominance 12% | 11.2 | Twitter
Derailing 5%

Table 1: Statistics of the used datasets. The column p
contains the imbalance ratios. HoF stands for hateful or
offensive.

et al., 2017) using cosine similarity. To generate a
new input text, we replace the selected words by
sampling from their topy, pairs. We generate a new
training dataset with a desired imbalance ratio p/.

S Experiments

5.1 Experimental Setup

As the basis of our classifiers, we used bert-base-
uncased which we fine-tuned on the training set of
the tested datasets using the following hyperparam-
eters: number of epochs 10, learning rate 5 x 1075
and weight decay 0.01. We test the mentioned label
imbalance approaches by applying them in the fine-
tuning phase (prediction phase in the case of TM),
and compare them to the baseline using no such
techniques. For implementation, we used the Hug-
gingface library for modeling (Wolf et al., 2020)
and the NLPAug (Ma, 2019) for text augmenta-
tion. All models were trained 3 times with different
seeds. We used the macro F score to compare the
model performance with different methods, as it is
frequently used for imbalanced datasets, including
abusive language detection. We tuned hyperparam-
eters on the validation sets. Trainer hyperparam-
eters mentioned above were chosen based on the
baseline model and the US Election-2020 dataset
for simplicity. Only imbalance method specific hy-
perparameters, such as p or vy, were tuned for each
approach, which we discuss below.

5.2 Datasets

We utilized multiple English datasets. Since some
Twitter datasets had to be downloaded using tweet-
IDs, the number of samples and the distribution of
classes may differ from the original due to unavail-
ability. Considering the main focus of our project is

for lexicon entries which is needed for the latter model.
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Binary Datasets Multi-Class Datasets
Macro Iy (%) Twitter- Civil- Gibert- US Election- CMSB Founta- Davidson- AMI- Avg. | #+
Hate-Speech Comments 2018 2020 2018 2017 2018
Baseline | 87.21 75.99 76.89 75.62 84.36 62.70 74.70 54.65 74.02
ROS | 87.65 77.25 76.23 84.83 63.98 75.64 55.70 74.64 | 7/8
RUS 77.00 64.38 76.57 74.20 | 3/8
Combi RS 77.21 84.84 74.94 3/8
BERTAug | 87.49 84.85 63.37 75.19 4/8
™ 77.11 77.06 84.91 3/8
Weighted CE | 87.39 77.02 64.33 75.48 55.35 74.12 | 4/8
FL | 88.01 76.75 77.45 84.72 63.55 74.74 56.44 74.51 | 7/8
Weighted FL | 87.36 84.84 64.22 75.52 55.54 5/8
ExternalDataAug 76.77 - 84.59 64.20 - - 3/6
AbusiveLexiconAug 87.36 77.25 84.59 63.51 76.05 55.61 74.23 | 6/8

Table 2: Macro F scores (%) and standard deviation (+) of the tested methods on different datasets. We present the
average performance in column Avg., while column #+ indicates the number of improved datasets compared to the
baseline. For each column, the best scores in each method type (data-level, method-level, and our novel methods)
are underlined and the highest overall scores are in bold. Systems achieving worse performance than the baseline
are in gray. A — indicates that the method is not applicable.

to analyze the effectiveness of various methods for
label imbalance, we do not perform any preprocess-
ing steps but rely only on the subword tokenizer of
the used models. We perform a 60/20/20 random
split on each dataset for training, validation, and
testing, if the original dataset is not split for testing.

We experiment with 8 datasets, including 5 bi-
nary and 3 multi-class datasets, covering various
types of abusive language, such as hate speech, of-
fensive language, sexism, etc., as well as various
sources from microblogging platforms (Twitter) to
forums (Stormfront, Civil Comments). We refer
to Table 1 for the list of used datasets and their
statistics, such as label imbalance ratios. Dataset
specifics are presented in Appendix A.

6 Results and Analysis

Our main results are presented in Table 2. In gen-
eral, there is no single method that achieves the
best performance on the majority of the datasets.
Random oversampling (ROS), focal loss (FL) and
our AbusiveLexiconAug method achieve better re-
sults than the baseline on most of the datasets. On
binary datasets, model-level methods appear to be
more effective than data-level methods, while for
multi-class sets both methods exhibit comparable
performance. On Civil-Comments, we found de-
graded performance with almost all the methods.
We thus did a further investigation of this dataset
in Section 6.1.

Our Proposed Methods AbusiveLexiconAug
method shows promising improvements over ex-
isting methods, particularly when compared to
BERTAug. It enriches the abusive information in
the training set leading to these improvements. We
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anticipate further improvements in case a larger
lexicon is available. Conversely, ExternalDataAug
did not demonstrate sufficient efficacy, except on
a limited number of datasets. We attribute this to
potential dataset shifts being the main cause. Even
though for each augmented dataset, we selected
datasets with the most similar label definitions (as
shown Table 6), it still introduces texts that are out-
of-domain. To achieve further improvements, only
external data from the same platform or domain
should be utilized.

Data-Level Methods We found that for almost
all the binary and small multi-class sets (AMI-
2018), oversampling performs better than under-
sampling. However, on larger multi-class datasets
(Founta-2018 and Davidson-2017), undersampling
has better performance. The hybrid resampling
method, Combi RS, tends to yield worse perfor-
mance than over- and undersampling.

Model-Level Methods Other than focal loss be-
ing the most universally effective method in deal-
ing with the class imbalance issue, we found
that threshold-moving, which does not require hy-
perparameter tuning, is also quite effective on
most binary datasets while achieving no improve-
ments on multi-class datasets. On the contrary,
weighted CE (with tuned class weights, as de-
tailed in Appendix C) shows better performance
on the multi-class sets compared to the binary sets.
Weighted FL yields slightly better results on 4 out
of 8 datasets when compared to FL.

6.1 Analysis

Sampling Ratio In ROS and RUS, a sampling
ratio (o) has to be chosen. Figure 1 presents the
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Actual best p’

Dataset #Texts | p 2 ROS | RUS
Founta-2018 46,452 | 20.3 | > 10.2 | 10.0 15.0
Twitter-Hate-Speech | 31,962 | 13.3 | > 6.6 7.5 7.5

Davidson-2017 24,783 | 134 | > 6.7 5.0 5.0
CMSB 13,631 | 6.5 >3.3 5.0 5.8

Gibert-2018 10,703 | 7.9 ~ 4.0 3.0 5.0
Civil-Comments 5,000 | 11.5 | <5.8 5.0 3.0
US-Election-2020 3,000 7.5 <38 2.0 6.1

AMI-2018 2,245 | 11.2 | <5.6 3.0 3.0

Table 3: The best p’ of ROS and RUS. A good starting
point for p’ is £, while the best value tends to be <,
= or > based on the dataset size (threshold at 10,000).
Exceptions are in red.

model performance when applying different p’ val-
ues. In the case of ROS when the value is close to 1,
examples are duplicated too many times, leading to
overfitting. Further analysis in Appendix B shows
that on small datasets it is less likely to overfit than
on large datasets. A large target p’ close to the
original imbalance ratio of a certain dataset is also
not effective enough for improving performance.
Similarly for RUS, we found that in most of our
datasets, when p' is close to 1, i.e., perfect balance
in the training set, too many samples are discarded
and much information is lost, which leads to lower
performance. Furthermore, we observed a decrease
in Fy scores when p’ surpasses a certain thresh-
old. There is a sweet spot for both methods, where
the imbalance ratio is not too high to harm perfor-
mance, but there aren’t too many duplicates for
the model to overfit (ROS), and it obtains enough
information from the original training set (RUS) to
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Figure 2: Model performance when employing Focal
Loss with different v to train the models. The y-axis
01, = Macro Flp;, — Macro Fl g, sc1ine for a certain
dataset.

classify the samples well.

According to our experiments, we found a gen-
eral rule to estimate a good p’ is to halve the orig-
inal imbalance ratio of a certain dataset (Table 3).
Further tuning of the value should be done around
this half point to find the best value. However,
our results indicate that for datasets of size at least
10 000, the best value is slightly higher (which
means a lower amount of copied/deleted data),
while for smaller datasets it tends to be lower than
the half-point mark.

Tuning Focal Loss ~ decides how much focus is
put on the misclassified samples and the extent to



Davidson-2017
Macro F1 | Hate Speech ~ Offensive  Neither
Baseline 74.70 40.46 94.54 89.10
ROS 75.64 43.64 93.96 89.34
BertAug 75.19 41.84 94.51 89.22
AbusiveLexiconAug 76.05 44.10 94.49 89.55

Table 4: Macro and class-wise F1 scores when applying
ROS, BertAug and AbusiveLexiconAug.

which well-classified samples are ignored. As seen
in Figure 2, we found that smaller values of v €
{0.1,0.2,0.5} perform the best on the evaluated
datasets, with 0.2 achieving the peak performance
in most of the cases. We also further analyzed
how the abusive class performance changes as y
increases in Appendix D.

In weighted FL, the best results on binary sets are
obtained with larger v compared to FL. Addition-
ally, the class weight of the abusive class (which
is always the minority class in binary sets) in the
best setting of WFL is slightly smaller than the
best choice in WCE. This is logical as the weights
of the easy-to-classify classes are already reduced
with -, thus it does not need to put as much impor-
tance on the minority classes as in WCE, and vice
versa. Note however, that WFL is the best among
WCE, FL and WFL only in the case of CMSB
dataset. In the case of multi-class sets, the same
class weights perform the best for both WCE and
WEL for all three datasets. While a larger  (com-
pared to FL) on Founta-2018 and AMI-2018 sets
puts WFL in between of WCE and FL, a smaller
~ in Davidson-2017 allows WFL to be the best
among all model-based methods.

Augmentation with Abusive Lexicon vs. Bert
As introduced in Section 3, ROS randomly dupli-
cates samples and BertAug replaces random words
in a sample, both do not enrich abusive information
in the training data. In contrast, our AbusiveLexi-
conAug (Section 4) augments samples specifically
with abusive terms. As shown in Table 2, BertAug
did not achieve better results than ROS, but Abu-
siveLexiconAug yielded some improvements. Ta-
ble 4 presents a comparison between the model
performance when applying ROS, BertAug and
our new method AbusiveLexiconAug. F1 scores
for the minority abusive class (Hate Speech) are
greatly improved with the abusive lexicon. This
indicates that our strategy to focus on the abusive
terms of a text and augment them is quite effective
in providing models with more information about
various abusive categories. In terms of hyperpa-
rameters, we find that it is better to use a value
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Civil-Comments
#Texts=20k
p=115

79.19

Macro F; (%) #Texts=5k
p=115 p="175
75.99 78.95+2.16
=260 | 80.30
81.46
79.47
79.05
79.57
78.98

#Texts=40k
p=115
79.22
79.65

Baseline

ROS

RUS

™

FL
ExternalDataAug
AbusiveLexiconAug

+2.66

+2.12
76.75
76.77+3.04

Table 5: Macro F} scores (%) and standard deviation
() of the tested methods on variants of the Civil-
Comments dataset. Systems achieving worse perfor-
mance than the baseline are in gray. Standard deviations
> 2 are marked in red, while the ones > 1.5 are in
orange.

of aup, = 0.1 in the case of BertAug, while a
value between aug, = 0.1 or 0.3 works best for
AbusivelLexiconAug.

Challenges with Small Datasets As analyzed
in Figure 4a, a substantial standard deviation of
the results of models with different seeds is ob-
served in several datasets: Civil-Comments, US-
Election-2020, AMI-2018. These datasets are all
of a relatively small scale with a total number of
texts N < 5,000 (Table 1). Our advice when deal-
ing with small datasets is to conduct more experi-
ments with different seeds to acquire unbiased re-
sults since they are highly sensitive to any changes
in the models.

A particularly challenging dataset is the Civil-
Comment (CC), as most of our methods did not
achieve better results than the baseline on it. We
thus explore the potential causes in terms of data
sizes and imbalance ratios. As mentioned, we
used a Sk-sample subset with an imbalance ratio
p = 11.5 of the full dataset in our main experi-
ments. For comparative experiments, we resam-
pled another Sk-sample set with an imbalance ratio
p = 7.5, and 20k-/40k-sample sets with an imbal-
ance ratio p = 11.5. We then conducted exper-
iments with our best methods and methods with
which the main CC results (Table 2) have large
standard deviations. Results are shown in Table 5.
As the results show, with larger data sizes or with a
smaller imbalance ratio, the standard deviations are
reduced (Figure 4b). Interestingly, we see a sub-
stantial performance improvement on the subset
with a smaller imbalance ratio p = 7.5, in com-
parison to the setups with considerably increased
data sizes (#Texts=20k/40k). These findings further
support our suggestion above that more rigorous ex-
perimentation is needed in the case of small and/or



largely imbalanced datasets.

7 Conclusions and Final Suggestions

In this study, we investigated four data-level and
four model-level strategies for addressing the class
imbalance problem in abusive language detec-
tion. As secondary contributions, we proposed
two novel methods, ExternalDataAug and Abu-
siveLexiconAug, to compensate for the limitations
of existing methods. We evaluated the effectiveness
of these methods across a diverse set of datasets.
Our experiments demonstrated that AbusiveLexi-
conAug and focal loss consistently delivered strong
performance over all datasets. However, no single
method emerged as the clear winner out of the
tested methods and experimented methods did not
significantly boost model performance. Thus, we
outline our key findings for practitioners seeking
the most suitable solution for their specific task:

1. Random oversampling, focal loss and Abu-
siveLexiconAug are the safe first choices for
various abusive datasets. However, tuning
their parameters is suggested. Further options

also include a combination of these methods.

Focal loss is the most effective model-level
approach. Weighted focal loss is likely to
further improve performance with proper
weights. For multi-class datasets, weighted
cross-entropy loss is also a good choice.

. In terms of augmentation methods, using syn-
onym augmentation with an abusive lexicon
(our AbusiveLexiconAug) brings an overall
enhancement to the model performance com-
pared to methods that replace randomly cho-
sen words.

Random undersampling, can achieve high per-
formance, but only if a large training dataset
is available, with some exceptions.

Datasets with a small number of training sam-
ples (/N < 5,000) are extremely sensitive. In
this situation, we suggest a rigorous search
for the best method and parameters, starting
with focal loss, or AbusiveLexiconAug to add
more information to the training set.

8 Limitations

Although we tested on 8 datasets, we only in-
cluded English corpora in this study. We believe
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that our findings are valid for other languages as
well, however we leave such experiments for future
work. Similarly, we selected the most popular ap-
proaches from data-level, model-level and hybrid
approaches, but we were not able to test all previ-
ously proposed methods. In future work, we are
interested in approaches tailored specifically for
the abusive language detection task. Out of prac-
tical values, we experimented only on BERT with
a classification head, but it’s also worth exploring
other classifiers in the future work.
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Dataset & Label
Twitter-Hate-Speech: Hate
Gibert-2018: Hate
Founta-2018: Hateful
Davidson-2017: Hate Speech
CMSB: Sexist

AMI-2018: All 5 labels
Civil-Comments: Toxic
Founta-2018: Abusive
Davidson-2017: Offensive
Twitter-Hate-Speech: Non-Hate
Gibert-2018: Non-Hate
Davidson-2017: Neither

Category

Hate

Sexism

Toxic

Non-Hate

Table 6: Categories of labels from our datasets. A
dataset and its specified class is used to augment the
listed class of another dataset in the same cell.

Hate Speech in US 2020 Elections (US-Election-
2020) is a binary set of tweets collected by Grim-
minger and Klinger (2021) during the US 2020
Election to examine whether supporters of Biden
and Trump communicate in a hateful and offensive
manner.

Sexism Detection (CMSB) is a binary dataset
created by Samory et al. (2020), combining four
existing datasets to detect subtle and diverse ex-
pressions of sexism.

Hate and Abusive Speech on Twitter (Founta-
2018) is a fine-grained dataset by Founta et al.
(2018) to study four types of abusive behavior on
Twitter.

Hate Speech and Offensive Language on Twitter
(Davidson-2017) is collected by Davidson et al.
(2017) to better differentiate between serious hate
speech and commonplace offensive language. We
used its fine-grained labels.

Evalita 2018 Task on Automatic Misogyny Iden-
tification (AMI-2018) is a dataset for misogyny
identification and categorization. We used its imbal-
anced find-grained set to categorize 5 misogynous
behaviors.

A.1 ExternalDataAug

As discussed in Section 4, instead of simple over-
sampling, we augment the minority classes of a
given training dataset with texts from external
datasets. To find a suitable augmentation source for
each label in our data, we examined the definitions
of all the labels and grouped them into 4 categories
as presented in Table 6. Classes from a specific
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dataset within the same category is thus used as
augmentation sources for each other.

B Opverfitting in ROS

We checked the performance correlation between
the evaluation and training splits when using dif-
ferent target p’ values. We observed that in the
case of small datasets (US-Election-2020 and AMI-
2018) the validation and train scores positively cor-
relate. However, as shown in Figure 3, for large or
highly imbalanced sets, when the performance on
the training set improves with a smaller p’ value,
we see a reduction in validation scores, indicating
overfitting. Nevertheless, overfitting has to be han-
dled with care when applying ROS using a suitable
imbalance ratio.

C Class Weights in Weighted CE

In weighted CE, class weights a = (a1, ..., o))
determine how much importance we assign to each
class. As discussed by Lin et al. (2020) and Li
et al. (2020), « can be either obtained directly from
training set distributions or as a hyperparameter to
tune. We thus would like to determine which op-
tion is better. Table 7 presents how the overall and
label-wise macro F1 scores change when applying
different . We observe that a larger o increases
the performance for a specific class, but after it sur-
passes a certain threshold, it harms both the overall
and the performance on class c. To choose the best
o, we conclude that although the class weights
(N%) from the training set on binary datasets do not
guarantee the best model performance, they can
ensure decent macro F1 scores. With a slight ad-
justment based on this, we can achieve the highest
macro F1 scores. The same rule applies to multi-
class datasets. We can see from table (b) that a
class weight of 1.2 does not obtain the highest F1
score for the class hate speech. Rather, we need
to consider other classes when assigning weights
in multi-class sets. A slightly deviated version of
the weights (0.9, 0.1, 0.4), which increases and de-
creases the portions of certain classes in a minor
way, while keeping the relative proportion of dif-
ferent classes, yields the best model performance.

D Focal Loss with Varying ~

Although focal loss brings improvements in the
overall macro F1 scores on almost all of our
datasets, we observed that some datasets are sensi-
tive to varying ~ and larger values do not guaran-
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Figure 3: Correlation between training and validation performance when applying varying p’ in ROS.
Twitter-Hate-Speech o Gibert-2018 US-Election-2020
ot Macro F1 | Non-hate Hate + Macro F1 | Non-hate Hate o+ Macro F1 | Non-hate Hate
0.1 86.94 98.37 7551 0.1 77.69 9540  59.97 0.1 57.94 94.42 21.45
0.25 87.21 98.31 76.10 0.25 78.43 95.27 61.60 0.25 80.44 95.76 65.13
0.75 87.60 98.33 76.88 0.75 78.98 94.88 63.09 0.75 79.75 95.43 64.08
0.9 87.48 98.31 76.65 0.888 79.72 95.39 64.04 0.878 79.47 95.47 63.47
0.930 87.42 98.25 76.59 0.9 79.10 9484  63.37 0.9 81.16 95.63 66.70
0.99 82.73 97.02 68.44 0.99 76.09 93.45 58.73 0.99 32.50 30.71 34.29
(a) Results on binary datasets.
o Davidson-2017
Macro F1 | hate speech offensive neither
(0.1,0.7,0.9) 68.48 23.35 94.19 87.90
(0.5,0.6,0.1) 74.08 41.61 94.01 86.62
0.9, 0.1, 0.3) 76.57 47.52 93.67 88.51
(1.2,0.1,0.4) 75.85 46.08 93.58 87.89

(b) Results on multi-class datasets.

Table 7: Macro and label-wise F1 scores on the validation set when applying varying o for Weighted CE Loss.
Class weights « calculated from training sets are underlined. Best o (bolded) is selected based on the highest

validation macro F1 scores.

tee a more significant punishment on non-abusive
class, nor a greater improvement on the abusive
classes that were not well classified. In Table 8
we present a comparison of two kinds of datasets
when applying different . In table (a), we observe
that as v increases, initially both datasets achieve
improved macro F1 scores, and then despite some
decrease, the overall and label-wise scores do not
vary significantly. On the contrary, there is a signif-
icant change (degradation) in model performance
when v increases on datasets presented in table
(b). In general, we found that small datasets (US-
Election-2020, AMI-2018) tend to be sensitive to
varying values of ~.

50

E Standard Deviation

We provide a statistical analysis of the standard
deviation of macro F1 scores in our experiments.
From the box plots in Figure 4a, we can see that
three datasets with N < 5,000 (Civil-Comments,
US-Election-2020, and AMI-2018) have abnor-
mal standard deviations with medians larger than
1.0 and relatively large spans of values. By com-
paring the standard deviations on variants of the
Civil-Comments dataset in Figure 4b, we found
that larger data sizes or smaller imbalance ratios
both lead to smaller standard deviations. However,
smaller datasets still tend to have higher standard
deviations even with a smaller imbalance.



Civil-Comments Gibert-2018 Founta-2018
7 "Macro FI | Non-Toxic Toxic | Macro F1 | Non-Hate Hate | Macro FI | Normal Spam Abusive Hateful
0.1 78.74 96.77 60.70 79.31 95.60 63.02 62.30 86.55 76.89 33.27
0.2 78.80 60.91 79.70 95.39 64.02 62.46 86.22 5431 77.37 31.95
0.5 79.42 96.90 61.94 79.53 95.55 63.51 62.45 86.98 5322 7790 31.70
1.0 96.71 95.47 61.99 86.65 5480 76.77
2.0 78.46 97.03 59.90 79.29 95.18 63.40 62.28 86.54 5385 76.73 32.00
5.0 78.93 97.18 60.68 79.32 63.62 54.97 31.84
(a) Varying ~ with moderately divergent model performance.
US-Election-2020 AMI-2018
7 [Macro F1 | Non-HoF HoF | Macro FI | Discredit Stereotype Dominance Harassment Derailing
0.1 81.92 95.56 68.28 52.93 45.58 35.45 54.40 53.60
0.2 81.60 96.08 67.11 54.00 76.50 47.97 33.89 52.37 59.28
0.5 80.13 95.77 64.49 52.46 76.90 48.44 35.76 51.19 50.02
1.0 80.78 95.08 66.48 51.67 77.12 47.95 35.19 47.21
2.0 95.57 76.47 39.76 29.53 55.63
5.0 78.14 61.27 50.11 77.47 53.39 53.54

(b) Varying « with extremely divergent model performance.

Table 8: Macro F1 scores and label-wise F1 scores on the validation set when applying varying ~ for Focal Loss.
For each column, the highest scores are in bold, while lowest ones are in gray.
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(a) Standard Deviations of our main experimental results in Ta- (b) Standard deviations of experiments on variants of the Civil-
ble 2. Comments (CC) dataset in Table 5.

Figure 4: Distribution of Standard Deviations.
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