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Abstract

The task of toxicity detection is still a rele-
vant task, especially in the context of safe and
fair LMs development. Nevertheless, labeled
binary toxicity classification corpora are not
available for all languages, which is understand-
able given the resource-intensive nature of the
annotation process. Ukrainian, in particular, is
among the languages lacking such resources.
To our knowledge, there has been no exist-
ing toxicity classification corpus in Ukrainian.
In this study, we aim to fill this gap by in-
vestigating cross-lingual knowledge transfer
techniques and creating labeled corpora by:
(1) translating from an English corpus, (ii) filter-
ing toxic samples using keywords, and (iii) an-
notating with crowdsourcing. We compare
LLMs prompting and other cross-lingual trans-
fer approaches with and without fine-tuning
offering insights into the most robust and effi-
cient baselines.

This paper contains rude texts that only serve
as illustrative examples.

1 Introduction

Lately, the NLP community has shifted away
from exclusively developing monolingual En-
glish models and is placing greater emphasis on
the development of fair multilingual NLP tech-
nologies. There were released plenty of mul-
tilingual models, i.e. mBERT (Devlin et al.,
2019), XLM-RoBERTa (Conneau et al., 2020),
mTS5 (Xue et al., 2021), mBART (Tang et al.,
2020), BLOOMz (Muennighoff et al., 2023),
NLLB (Costa-jussa et al., 2022). Additionally,
Large Language Models (LLMs) pre-trained on
extensive corpora have expanded the realm of po-
tential capabilities (Wei et al., 2022) not only for
novel tasks but also for languages.

Nevertheless, the coverage of languages and clas-
sical NLP tasks corpora existence is still unequal.
In the scope of harmful language detection, we
discovered an absence of any toxicity or hateful de-

Toxic I mix*mennbKu iif 3a Te He Oye.

And she’s not going to get a f*king thing for it.

A 3i Bcix KOMILUTIMEHTIB sIKi MeHi Ka3a-
JIM, TIe Te IO s m¥ap

And of all the compliments I've been given, the only
one I've received is that I'm a f*got.

VYBech TBiTTEp y Bamux *Gyunx KOTax.

The whole of Twitter is in your f*king cats.

Non-toxic 1 3HOBY nBi rOAWHU HA TPOKUIAHHSI.
And again, two hours to wake up.

Hy, e Tina mobpe, Ko XBajsTh.
Well, it’s kind of nice to be praised.

CKOPO GyJ1y CBOEIO CepeJ| UyKuX))) axa

soon I will be my own among strangers))) aha

Table 1: Toxic and non-toxic examples in Ukrainian.

tection corpora for the Ukrainian language. Thus,
the question arises: what is the most effective and
promising approach to acquiring a binary toxicity
classification corpus for a new language, consid-
ering all the recent advancements in the field of
NLP. Answering this main research question, the
contribution of this work are the following:

* We present the first of its kind toxicity clas-
sification corpus for Ukrainian (Table 1) test-
ing three approach for its acquisition: (i)
translation from a resource rich language;
(i1) toxic samples filtering by toxic keywords;
(iii) crowdsourcing data annotation;

* Additionally, we explore three types of
cross-lingual knowledge transfer approaches—
Backtranslation, LLMs Prompting, and
Adapter Training;

* We test both cross-lingual and supervised ap-
proaches on all test sets providing insights
into the methods effectiveness.

All the obtained data and models are available for
the public usage online.!"?-3
! https://huggingface.co/ukr-detect

https://huggingface.co/textdetox
3 https://huggingface.co/dardem/xIm-roberta-large-uk-toxicity
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Translation Data Fine # Inference
Method Models Datasets Dependence | Creation | tuning Steps
Cross-lingual Transfer Methods

Backtranslation| -  Toxicity detection — X 4 3

model for the resource-

rich language;

- Translation model from

resource-rich to the target

language;
LIM - LLM with the knowl- — X x X 1
prompting edge of the resource-rich

language and (emerging)

knowledge of the target

language;
Adapter - Auto-regressive multi- | - Toxicity classification X X 1
Training lingual LM where the | dataset in the resource-

resource-rich and target | rich language;

languages are present; - | - Corpus for translation

Language adapter layers | between the resource-rich

for both languages; and target languages;

Data Acquisition Methods

Training Data | - Translation model to the | - Toxicity classification 1
Translation target language; dataset in the resource-

- Auto-regressive multilin- | rich language;

gual or monolingual LM

for the target language;
Semi- - Embedding model of | - Texts in the target lan- x 1
synthetic texts in the target lan- | guage;
data by key- | guage; - List of toxic keywords in
words filtering the target language;
Crowdsourcing | - Embedding model of | - Texts in the target lan- X 1
data filtering texts in the target lan- | guage;

guage;

Table 2: Comparison of the considered approaches for cross-lingual detoxification transfer and corpora acquisition

based on required computational and data resources.

2 Related Work

The usual case for cross-lingual transfer setup is
when data for a specific task is available for English
but none for the target language. In such a setup,
translation of training data approach has been al-
ready explored for sentiment analysis (Kumar et al.,
2023) and offensive texts classification (El-Alami
et al., 2022; Wadud et al., 2023).

For toxicity, both monolingual and multilingual
corpora have been introduced. Thus, English Jig-
saw dataset (Jigsaw, 2017) was later extended to
the multilingual format (Jigsaw, 2020). Within
East European language, there were presented of-
fensive language detection in Polish (Ptaszynski
et al., 2024) and Serbian (Jokic et al., 2021) based
on Twitter data. In the related domain, Ukrainian
bullying detection system was developed based on
translated English data in (Oliinyk and Matviichuk,
2023). However, none of the works yet covered
specifically Ukrainian toxicity detection.

Definition of Toxicity While there can be differ-
ent types of toxic language in conversations (Price
et al., 2020; Gilda et al., 2021), i.e. sarcasm, hate
speech, direct insults, in this work include sam-
ples with substrings that are commonly referred to
as vulgar or profane language (Costa-jussa et al.,
2022; Logacheva et al., 2022) while the whole main
message can be both neutral and toxic. Thus, we
are considering the task of binary toxicity classifi-
cation assigning the labels either toxic or non-toxic.

3 Cross-lingual Knowledge Transfer
Methods

Firstly, we test three cross-lingual knowledge trans-
fer methods that do not require any training data in
the target language acquisition (Table 2): (i) Back-
translation; (i1)) LLM Prompting; (iii) Adapter
Training. We assume a setup where resource-rich
available language is English.
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Translated dataset

Semi-synthetic dataset

Crowdsourced dataset

total: 24616 total: 12606 total: 3000
Train | toxic: 12307 toxic: 6362 toxic: 1500
non-toxic: 12309  non-toxic: 6244 non-toxic: 1500
total: 4000 total: 4202 total: 1000
Val toxic: 2000 toxic: 2071 toxic: 500
non-toxic: 2000 non-toxic: 2131 non-toxic: 500
total: 52294 total: 4214 total: 1000
Test toxic: 5800 toxic: 2114 toxic: 500

non-toxic: 46494

non-toxic: 2008

non-toxic: 500

Table 3: Statistics of the obtained datasets: train/val/test splits.

Backtranslation For many tasks, an English clas-
sifier may already exist, making it a natural baseline
to translate the input text from Ukrainian to English
and then employ the English classifier for the task.
This Backtranslation approach eliminates the need
for fine-tuning but relies on external models—an
translation system and an English classifier— for
consistent functionality.

LLM Prompting The next approach that as well
does not require fine-tuning is prompting of LLMs.
Current advances in generative models showed the
feasibility of transforming any NLP classification
task into text generation task (Chung et al., 2022;
Aly et al., 2023). Thus, the prompt can be designed
in a zero-shot or a few-shot manner requesting the
model to answer with the label. While LLMs were
already tested for a hate speech classification task
for multiple languages (Das et al., 2023), there
were no yet experiments for any text classification
task for Ukrainian language which might be under-
represented in such models. We provide the final
design of our prompt in Appendix B.

Adapter Training Finally, the most parameter-
efficient approach involves employing language-
specific Adapter layers (Pfeiffer et al., 2020). Such
a layer, firstly, for English, can be added upon mul-
tilingual LM. Everything remains frozen while fine-
tuning of the final Adapter for the downstream task.
Then, English Adapter is replaced with Ukrainian
one and inference for the task in the target language
can be performed.

4 Data Acquisition Methods

To obtain supervised detection models, we test
three ways of training data acquisition for toxicity
detection task (Table 2): (i) English toxicity corpus
translation into Ukrainian; (ii) filtering toxic sam-
ples by pre-defined dictionary of Ukrainian toxic

keywords; (iii) crowdsourcing annotation to filter
Twitter corpus into toxic and non-toxic samples.
The examples of samples from these three dataset
can be found in Appendix C.

4.1 Training Corpus Translation

To avoid the permanent dependence on a transla-
tion system per each request, we can translate the
whole English dataset and, as a result, get synthetic
training data for the task. Then, a downstream task
fine-tuning is possible. This approach’s main ad-
vantage is that there are no external dependencies
during the inference time, but it requires computa-
tional resources for fine-tuning. Moreover, some
class information might vanish after translation and
will not be adapted for the target language.

English Dataset To test this approach, we consid-
ered English datasets Jigsaw data (Jigsaw, 2017).
We collapsed all labels except from “non-toxic”
into one “toxic” class.

Translation Systems Choice To choose the most
appropriate translation system, we took into consid-
eration two opensource models—NLLB* (Costa-
jussa et al., 2022) and Opus® (Tiedemann, 2012).
We randomly selected 50 samples per each
dataset and asked 3 annotators (native speakers
in Ukrainian) to verify the quality. As a result, we
choose Opus translation system for toxicity classi-
fication as it preserves better the toxic lexicon. The
system achieved 90% of qualitative translations.

4.2 Semi-synthetic Dataset with Toxic
Keywords Filtering

To obtain toxic samples for these approach, we fil-
tered Ukrainian tweets corpus from (Bobrovnyk,

*https://huggingface.co/facebook/nllb-200-distilled-
600M
Shttps://huggingface.co/Helsinki-NLP/opus-mt-en-uk
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| Pr Re

F1 | Pr Re Fl1

| Pr Re F1

‘ Translated Test Set ‘ Semi-synthetic Test Set ‘ Crowdsourced Test Set

Prompting of LLMs

LLaMa-2 Prompting
Mistral Prompting 0.68

050 0.67 042
0.74 0.70

0.67 0.49 0.67 024 0.0 0.32
0.81 0.76 0.75 0.56 0.68 0.52

Cross-lingual transfer approaches

Backtranslation — 0.76 0.56 0.58 0.75 0.68 0.65

Adapter Training 0.66 0.63 0.65 | 0.66 0.58 0.52 0.64 0.8 0.53
Fine-tuning of LMs on different types of data

XLM-R-finetuned-translated 0.68 0.86 0.70 | 0.79 0.77 0.77 0.70  0.68 0.67

XLM-R-finetuned-semisynthetic | 0.59 053 0.53 | 0.99 0.99 0.99 0.75 0.57 0.48

XLM-R-finetuned-crowdsourced | 0.61

0.63 0.62

0.93 0.93 0.93 0.99 0.99 0.99

Table 4: Ukrainian Toxicity Classification results. Within methods comparison, bold numbers denote the best results

within methods types, gray

in domain results of the fine-tuned models. We do not test Backtranslation approach

on the translated data as we cannot guarantee this test set was not present in the English training data of the model.

Does this text contain offenses or
swear words?

| don't care about that.

OYes O No

Figure 1: Interface (translated into English for illustra-
tion) of the toxicity classification task for data collection
with crowdsourcing.

2019a) based on toxic keywords (Bobrovnyk,
2019b). We provide the full description of toxic
keywords list construction in Appendix A. Then,
tweets that did not contain any toxic words and ad-
ditional texts from news and fiction UD Ukrainian
IU dataset (Kotsyba et al., 2016) were considered
as non-toxic.

4.3 Data Filtering with Crowdsourcing

To obtain toxic samples with crowdsourcing, we
took Ukrainian tweets corpus (Bobrovnyk, 2019a),
erased URL links, and Twitter nicknames, dropped
phrases with less than five and more than twenty
words, randomly sampled texts for the annota-
tion with Toloka platform® (Figure 1). We hired
only workers who passed the in-platform test of
Ukrainian language knowledge. Each task page
contained 9 real tasks, 2 control tasks with known
answers, and 1 training task with known answers
and explanations. We blocked participants if their
answers were inadequately fast (less than 15 sec-
onds per page), if they skipped 5 pages in a row,

®https://toloka.ai

or if they failed on more than 60% of tasks with
known answers. The crowdsourcing instructions
and interface are listed in Appendix D.

5 Experimental Setup

The statistics of train/val/test splits are presented in
Table 3. For the Ukrainian texts encoder, XLM-
RoBERTa’ (Conneau et al., 2020) has already
been proven as a strong baseline for multiple lan-
guages (ImaniGooghari et al., 2023). For LLMs
prompting, we experimented with couple setups
choosing LLaMa-2% (Touvron et al., 2023) and
Mistral® (Jiang et al., 2023) as the most promising
models for the Ukrainian inputs processing. For
English toxicity classifier, we used an open fine-
tuned version of the DistilBERT model to classify
toxic comments.'”

6 Results

The classification results are presented in Table 4.
Within methods that do not require fine-tuning,
Backtranslation and Adapter Training look like
promising baselines. Mistral outperforms LLaMa
with top results on the semi-synthetic test set, but
poorly on translated and, most importantly, crowd-
sourced data. At the same time, Backtranslation
achieved top results on these two datasets that illus-
trates real Ukrainian toxic data the most.

When fine-tuned on the crowdsourced data,
XLM-R exhibits almost perfect performance on

"https://huggingface.co/FacebookAl/xlm-roberta-large
8https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
*https://huggingface.co/mistralai/Mistral-7B-v0.1
https://huggingface.co/martin-ha/toxic-comment-model
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both the in- and out-of-domain test sets. Undoubt-
edly, data collected through human annotations
embodies the most accurate understanding of toxi-
city. However, its performance significantly drops
on translated data with the results even lower than
unsupervised approaches. That can be due to the re-
duced toxicity in the translated data: not all labelled
originally toxic data remained toxic in Ukrainian.
Conversely, the model fine-tuned on the translated
data demonstrates the best results on the annotated
test set. Thus, the Training Data Translation ap-
proach still stands as a viable baseline, showcasing
robustness across out-of-domain data.

7 Conclusion

We presented the first of its kind study in toxicity
detection in the Ukrainian language. Firstly, we
tested several cross-lingual knowledge transfer ap-
proaches for the task that have different resources
requirements: Backtranslation that requires three
inferences steps, LLMs prompting, and Adapter
training that requires only adapter layer fine-tuning.
Still, the Backtranslation approach showed the best
performance within unsupervised baselines.

Next, we explored three methods for acquiring
a binary toxicity classification corpus: translating
an existing labeled English dataset, filtering toxic
samples using a predefined list of Ukrainian toxic
keywords, and collecting data through crowdsourc-
ing. The model fine-tuned on translated data ex-
hibited the most resilient performance across out-
of-domain datasets, serving as a robust baseline.
Ultimately, the model fine-tuned on manually an-
notated data demonstrated the highest performance.

Limitations & Ethics Statement

In this work, we encounter toxic speech as only
speech with obscene lexicon and commonly re-
ferred to as vulgar or profane language (Costa-jussa
et al., 2022). Thus, this work does not cover any
other sides and shades of offensive language like
hate, sarcasm, racism, sexism, etc. We believe that
this study in toxic language detection will build a
new foundation of any harmful language detection
in Ukrainian.

Another limitation of this work that we consider
only resource-rich language as English. For trans-
lated corpus acquisition it might also be beneficial
to explore other languages from the linguistic fam-
ilies that are closer to Ukrainian, i.e. Polish or
Croatian, if the corpora for the desired task exist in

the corresponding languages.

In conclusion, the proposed toxicity detection
model is openly shared with the community for fur-
ther exploration. Deploying this model for specific
use cases and domains should be complemented by
human-computer interaction solutions that uphold
users’ freedom of speech while fostering proactive
conversations. We firmly believe that our proposed
toxicity classification data and models will con-
tribute to the development of more fair and safe
multilingual LLMs.
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A The Full List of Toxic Keywords Used for Filtering

This list only serves to increase reproducibility of our work and has no intention to offend the reader.
Additionally to the openly available list of Ukrainian toxic keywords'!, we also came up with some
additional words that can be divided into the following groups:
Slurs towards a group of people under discrimination (nationality, race, sexual orientation etc.):

“xoxour”, “xoxu’, ‘“xoxJioM”, “xoxsmaMu’, ‘KU, “Kumgu’, CKumoM”, }KI/I,ZLaMI/I” “YKumoBKa’, “¥KuU-

7w b 29) Wl PO NS

MOBCHKUi, ‘2KUIOBCHKI’, “yKUIOBCHKA”, “By3bKoriasuit’, “By3pkoriasi”’, “mira”, “mirra”, “mirrepam”,

“mirrepun’, “lereplB” “mirep”, “nirepa’, “leepaMH” “leepn” “Hirepka’, “leepCbKa” “HirepcbKuit’,

177 L 7 7L 297 (L

“mirepchkux’, “airepcobki”’, “mirepis”, “mirpina’; “mirep”, “mirepa’, “mirepu’, “Hirepcbkuii’, “megapa-

cTiB”, “HezxepaCT” “nemepacrist’, ¢ HG,ILI/IK” “mequkn’, “meaukis’, “memik’, “memikoBchKOro”, “mmap”,

YRR Y 7 299

“mipapu”, “nimopom”, “nimapacu’, “ninmopcekuit”’, “migopac’, “mimapac’, “mizapam”’, “minapy”, “mim-

apacy”’, “mimapacam”’, “TroiKa’, “ThOJKOIO”, “THOJKH ', “ThOJIKaAMU , “TboJKaM’, “TboJI”, “OJstan”’,

“Osni”, “masiaBa”, “mrajaBu’, “IPOIMAHJIOBKA”

Most often used toxic or hate appeals to the opponent:

yitobok”, "xyitno”, "axyen”, "yeban”, ‘yiban”, “noB6oito6”, “mos60ito6”, “sanaymna’; “rangon’, “rmzga’;
“ibsran”, “ebisan”, “ibanyruit’, “cdanyTuii’

Different obscene words (forms without endings):

“ibat”, “iban”, “nusx’, “Omast”

B LLM Toxicity Classification Prompt

Denote: even if we perform classification for texts in Ukrainian, the core structure of the note is still in
Enlglish. Such a design was proven to be the most successful in our experiments.

Classify the text into two categories: contains obscene words or contains none obscene words. Reply with
only one word: obscene or normal.

Examples:

Text: CporojiHi 3HafiTH y BIIKPUTHX J2KepesiaX TOYHY CYMy, BUTpadeHy Ha Oy/iBHUIITBO 00’eKTa,
IO PO HBOT'O MOBa, Maiike HEMOXKJIUBO. Sentiment: normal.

Text: 3Ha€TE, AKINO CBOI JIeOITbHI KOMEHTapi IIe i LIFOCTpyBaTH MOCUIAHHIMA Ha POCIHCHKY BikKi,
XTOCh MOYKe 3JIOTJIATUCS, 10 BU Tynuii €byian. Sentiment: obscene.

Text: {text)
Sentiment:

"https://github.com/saganoren/obscene-ukr
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C Corpora Data Examples
C.1 Translated Data

Here, we provide examples in Table 5 of data gained from the Data Translation approach. The translation
are the ones obtained from the utilized translation model (Tiedemann, 2012).

Toxic BU BCI Tymi oCiIn.

youre all dumb asses

Non-toxic € nBa aaMiHicTpaTopH, sIKi IOCHTH HOOpE MPAIIOIOTh 3 TAKUMHU CTATTSIMU,
MOXKJINBO, BU MOIUIA 6 3B’SI3aTHUCS 3 HUMU.

there are two admins that do handle such articles pretty well you could maybe contact and

Toxic I PoGepr - 11e wopHe naitao

and robert is a black shit

Non-toxic lapaszn, st mouaB TpaHCIAII0 HOBOI CTATTI, 1 BHKOPUCTAB BAIy 3alIPOIIOHOBAHY
Ha3By MOK€ BUKODHUCTOBYBATH OlbIlle JieTaseil 3apa3

ok i started the transtion the new article i used your suggested title could use a lot more detail now

Toxic ITlo 3a kyna cp*uux G6oranis?

what a bunch of f**king nerds

Non-toxic 3ynuHiThECs, OyIb JIaCKa, SKIO BU MPOJOBKUTE BaHIAIU3YBATH CTOPIHKU, BU
Oymere 3abJyioKOBaHi Bif penaryBannsa wikipedia

please stop if you continue to vandalize wikipedia you will be blocked from editing

Toxic AJ'H)TepHaTI/IBHa IIOII-KYJIbTYPa, IO O3Ha4Ya€ H*3I[a, 9y 11, PO3KU/IAE€ TAEMHUITY
CydUKYy, SKa PYHHY€ BCe, 0 IpuMapa Ha3WBa€ KOTOCh, 1€ CIOCIO JaTn JIoanHi
3HaTH, 1O BOHU € 1‘[*3;13, B TOI Yac sIK IEeH3YI0Th IHIIIMX HABKOJIO BaC B IrpomMma/i-
CBKUX MicCIsx abo B COIIaIbHUX KyTaX, CyJYaCHUN CJIEHT HOMEPEIXKAIOYN 1HIITHX
po Hebe3IeKy.

alternative pop culture meaning c*nt or cee unt a percieved mysterious bitch that destroys everything whem
calling someone this is a way of letting anyone know they are a c*nt while censoring others around you in public

or in social corners a modern slang alerting other of the danger

Non-toxic A nviHiCcTpaTOPU BUKOHYIOTH [Ii1, 1[0 I'PYHTYIOTHCSI Ha TPOMAJICBKOMY KOHCEHCYCI,
BOHU HE IPUWMAIOTH OJIHOCTOPOHHIX PIIllleHb JaJii, TOMY y 3B’S3KYy 3 UM
PeaKTOPH, sIKi 30Cepe?KyI0Th CBOKO yBary Ha BHOOpax abo KaHaIaJsix, He
MalOTh MOYKJIMBOCTI HI€peHAINpaBUTA KAHIUIATIB Ha MMapTiiiHi cTaTTi.

admins execute actions based on community consensus they do not make unilateral decisions further that afd did

not have the involvement of editors who focus on ontario or canadawide elections so they were likely unfamiliar

with the option of redirecting to party candidate articles

Table 5: Examples of translated samples for Toxicity Classification task. English translation are taken from the
Jigsaw dataset (Jigsaw, 2017).
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C.2 Semi-synthetic Data

Here, we provide examples in Table 6 of data gained by filtering with toxic keywords.

Toxic QUSER me, kuTail pyauTh, TO OJHO3ZHAYHO. JIEH CSOIMIH OyB M€HIEM eKOHOMIKH.
aste 1ie Gysto mignmcano 6o Ginbuie Hi Ha Mo mi**poBud He 3aciayKuB:)
@USER no, the Chinese drive, of course. The shoopin was an economic genius. But it was signed because no

more on the sublarcier was worthy of:)

Non-toxic QUSER 1) mo6poro 1acy, KOJi>KaHIl 1aB moInTaTh 30ipKy, 6araTo mo OriHuIa,
aJjie 3ammTasia npo "CaMoHegoCcTaTHICTD ..

@USER 1) good time, the colts gave the collection a lot of reading and appreciated, but asked about ”Memo-

nysity...”
Toxic B2Ke He mi**pac?
Isn’t that a f**got?
Non-toxic He pa3 3asgBisas npo HaMipu 3aiiTu Ha HaIl pUHOK ipJjaHAchbKuit Ryanair .

More than once, he claimed to visit our market in Irish Ryanair.

Toxic CBOTOJHIIIHS Mpisl - aJeKBATHUN TPAHCIOPT B KPUM, 11006 HE JIOBOIHUIIOCS
mopasy MO30K 001 1**TH CTHKOBKOIO IAX YKaXJIMBUX JIIOIAHOHEHABUCHUIEKIX
peiiciB

Today’s dream is a safe transport into the ice so that every brain doesn’t have to f**k its way through these terrible

man - hated flights.

Non-toxic CuiBpO3MOBHUKH JOCSTJIU JIOMOBJIEHOCTI IIPO IIPOBEJIEHHSI YeproBOro 3acilaHHst
CuisbHOT MKy ps110BOl YKPAaTHCHKO - TYPKMEHCHKOI KOMICIT 3 eKOHOMIYHOTO Ta
KYJbTYPHO - T'YMAHITAPHOI'O CIIIBPOOITHUIITBA BXKE OJIMXKYIUM IACOM .

Coordinators have reached an agreement to hold a joint Intergovernmental Union Commission on Economic and

Cultural Cooperation for a longer time.

Toxic HeMa BiITIyTTH TipIIoro, HizK KOJIU PO3YMIEII, IO TH KOHKPETHO TaK TYHAHYB,
i gepes ne Bee Hae mo ¥ .
There’s no worse feeling than when you realize that you were exactly f**king that way, and that’s why everything

goes on p*ss.

Non-toxic Hep:xaBue mignpuemctBo « Koncrpykropcebke 6iopo ,, IliBmenne “ im . M . K
. durens » Gysio crBopeno 1951 sk koHcTpykTOpchbKmit Bijain IliBnennoro
MaImnrHOOY/[IBHOTO 3aBOY 3 BUPOOHUIITBA BiiCBKOBUX PaKeT .

The state enterprise (C) was created by 1951 as the South Carworker’s design department for the production of

military rockets.

Table 6: Examples of natural samples for Toxicity Classification task obtained from Ukrainian tweets corpus
from (Bobrovnyk, 2019a) and news and fiction UD Ukrainian IU dataset (Kotsyba et al., 2016) by the toxic keywords
filtering.
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C.3 Crowdsourced Data

Here, we provide examples in Table 7 of data gained by crowdsource collection.

Toxic @y v mo TO# FK Horo m¥gap?
What are you, like his f¥got?
Non-toxic ko He mymaTu mpo meBHI mpobJieMu, TO KUTH JIy2Ke HABITH MOXKHA.
If you don’t think about certain problems, you can live very well.
Toxic IT*3m€em, a1 Takuit 6GE3KOMTOBHO MOTJIa OyIb-7e 3HAWTH
F*ck, I could have found one for free anywhere)
Non-toxic Bo s mock 30BciM Big HOBUH BiIBUK...
Because I'm not used to the news at all...
Toxic 3aBoJ1 10 TPOI3BOJICTBY COCATENLHUX X¥OB.
A factory for the production of sucking d*ks.
Non-toxic Hapizas Bam dpparmenTu Buopamaboro edipy 3 MypaeBum.
I’ve cut you fragments of yesterday’s broadcast with Muraev.
Toxic Tomy oT BOHH, a He X*pb AKACH
So here they are, not some bul*hit
Non-toxic OcobauBo, Kosin B Tebe Apyruil 1eHb IIajeHa cJIadKiCTb.
Especially when you’ve been feeling crazy weak for two days.
Toxic JlapaiiTe, PO3KasKiTh HaM IO Iie TPOCTe CHiBHaiHHA, one x¥Ta 3 Mo*HKoro.
Go ahead, tell us that it’s a simple coincidence, this f*k with the sc*tum.
Non-toxic He 10610 cBsiTa, 60 Iie JTUIIe BUTPATU Ta KJIOMT, & TaK KOJHOI PI3HUIL 3i
3BUYaANHUIM PYTUHHUM JTHEM.
I don’t like holidays because they’re just expenses and hassle, and there’s no difference between them and a
normal day.
Toxic Hy mns mene moba dppenazona 1e Xy *Be micie
Well, for me, any friendzone is a fu*ing place
Non-toxic € mikaBi nmepcoHaxki # JiajIoru, CIOXKeT CepeJHiii.

There are interesting characters and dialogues, but the plot is average.

Table 7: Examples of crowdsourced samples for Toxicity Classification task obtained from Ukrainian tweets corpus

from (Bobrovnyk, 2019a).
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D Crowdsourcing platform instructions and interface

Here, we list the full instruction and task interface in the original Ukrainian language. Per each page, the
annotators were paid 0.108$.

D.1 General instructions for the task.

Bam moTpibHo npounTaTH pedeHHs i BU3HAYUTH, YA MICTITH BOHU 0Opasu abo HereH3ypHi Ta
rpybi cjoBa.
You need to read the sentences and determine if they contain insults or obscene and rude words.

yBaI‘a! Heo6pa3He peYeHHA MOZKe MICTUTH KPUTHUKY 1 6yTI/I HeraTuBHO 3&6apBJIeHI/IM.
WARNING! A non-figurative sentence can contain criticism and be negatively colored.

IIpukiaan
Examples

Ob6paznuBi peueHHs:

Offensive sentences:

* [urepuer-mnana, He To6i MeHe ITOBYATH.

Internet-nasty crew, it’s not for you to teach me.

o dlka mimnucka, IO TH HECEI, MOoIXaBIuii?

What is the subscription, what are you talking about, are you mad?

* [TlonafiMeHIe ABa MAJIOJITHIX JieTeHEPATH B TPEi, M.

At least two juvenile degenerates in a thread, huh?

e Bzaraui me 6&‘{}/ CEHCY CIIepeYaTHucCd 3 IIPUBOLAY ,HIOIZMiB, XyGBI/IfI TaM lpS qn Hi, MalllUHa HE
M ITiKaBa.
In general, I don’t see any point in arguing about inches, whether the ips is fucked up or not, this is not what makes the car

interesting.

Heiirpasibhi (He o6pasiuBi) pedeHHs:

Neutral (not offensive) sentences:

e Y Hac € yOYHTH 1 TeKHIKaJI [IPEB’I0.

We have Ubuntu and Teknical previews.

* BiH Texk 6yB XOpoOPHUM!

He was brave too!

¢ [le Ge3ruy3mm0, TH K 3HAEIII

It makes no sense, you know that.

e k1o BiH Mpie HAITAKOCTUTH CBOIM CyCijiaMm, TO Iie ITOTaHo.

If he dreams of hurting his neighbors, that’s bad.

D.2 Task interface

Yu micTuTh 1eit TekeT 0b6pasu abo HeleH3ypHi cjaoBa’?

Does the text contain insults or obscenities?

e Tak

Yes

* Hi

No
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