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Abstract

This paper describes our submission to the
WMT24 shared task for Low-Resource Lan-
guages of Spain in the Constrained task cat-
egory. Due to the lack of deep learning-based
data filtration methods for these languages, we
propose a purely statistical-based, two-stage
pipeline for data filtration. In the primary stage,
we begin by removing spaces and punctuation
from the source sentences (Spanish) and dedu-
plicating them. We then filter out sentence
pairs with inconsistent language predictions by
the language identification model, followed by
the removal of pairs with anomalous sentence
length and word count ratios, using the devel-
opment set statistics as the threshold. In the
secondary stage, for corpora of significant size,
we employ a Jensen-Shannon divergence-based
method to curate training data of the desired
size. Our filtered data allowed us to complete
a two-step training process in under 3 hours,
with GPU power consumption kept below 1
kWh, making our system both economical and
eco-friendly. The source code, training data,
and best models are available on the project’s
GitHub page'.

1 Introduction

We? participated in the Constrained submission
category of the WMT24 shared task for Low-
Resource Languages of Spain (Sdnchez-Martinez
et al., 2024), focusing on the Spanish-Asturian
language pair. For the Constrained submission
category, we are limited to using only the resources
provided on the official shared task site3, and all
models utilized must not exceed 1 billion parame-
ters.

Previous shared tasks on data filtering have
used deep learning-based scoring methods like

1https ://github.com/vmenan/wmt24-1lowres-spain

>Team Mora-translate, Primary submission id 547

Shttps://www2.statmt.org/wmt24/romance-task.
html

LASER (Heffernan et al., 2022) and LaBSE (Feng
et al., 2022), as well as sentence alignment methods
such as SentAlign (Steingrimsson, 2023) and Ve-
calign (Thompson and Koehn, 2019). However,
these methods often fail with low-resource lan-
guages (LRL) due to a lack language of support.

Following prior work (Cruz and Sutawika, 2022;
Vegi et al., 2022; Zhang, 2023), we focus on sta-
tistical data filtration and sampling techniques to
curate our datasets, ensuring our method is not
limited to specific languages. Given our compute
resource constraints, we design our pipeline to uti-
lize small dataset sizes, enabling a larger volume of
experiments. As noted in Ranathunga et al. (2024),
randomly sampling a large corpus and training on
that sample yields sub-optimal results. Therefore,
we use the Jensen-Shannon Divergence (JSD) (Lu
et al., 2020) to filter subsets from large corpora
(see Section 3.1.1). We favor JSD over Kullback-
Leibler (KL) divergence and higher-order domain
discriminators due to its symmetric property and
relatively simple implementation.

In addition to data filtration, we experiment with
a two-step training schema. First, we train the
entire model on a larger filtered dataset. Then, in
the second step, we freeze the encoder layers and
fine-tune the model on the filtered dataset for fine-
tuning. This approach proved effective for the task.
We select models with under 1 billion parameters
for all experiments to adhere to the rules of the
Constrained task.

Our key contributions are:

* We propose a two-stage data filtration system
that can be applied to any language. This sys-
tem includes statistical data filtration methods
for bilingual and monolingual data, along with
a Jensen-Shannon divergence-based filtration
method.
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* We achieve competitive results in a compute
resource-constrained environment (Table 4).

* Based on our experiments, we show that fine-
tuning a multilingual translation model for
a high-resource source language and a low-
resource target language is most effective
when high-quality monolingual target data is
leveraged, and the encoder is frozen to pre-
serve the source language knowledge while
training the model.

* We maintain an effective training time well
under 3 hours and keep the total GPU power
consumption of our best model (training +
fine-tuning) under 1 kWh, resulting in a mini-
mal carbon footprint and enhancing the eco-
friendliness of our training schema.

2 Related Work

Bilingual parallel data curated from web-mined cor-
pora are prone to various types of noise. Kreutzer
et al. (2022) investigated the issue of noise in web-
mined corpora by analyzing a sample of 100 sen-
tence pairs, providing evidence of the problem.
In a similar vein, Khayrallah and Koehn (2018)
examined how different types of noise in paral-
lel training data impact the quality of neural ma-
chine translation systems. Building on this body
of work, Ranathunga et al. (2024) further estab-
lished that data quality is more critical than data
quantity, particularly for low-resource languages.
These studies collectively highlight the importance
of addressing bad data in web-mined corpora.

Handling noisy parallel data in machine trans-
lation had been extensively studied, with vari-
ous methods proposed in the literature. Below,
we present these methods, grouping them into
two main categories: (1) deep learning-based ap-
proaches and (2) statistical-based approaches. Ad-
ditionally, we include methods that do not fit
broadly into these categories under the section
Other Approaches.

Deep Learning-Based Approaches. Recent ad-
vances in deep learning have introduced several
methods to handle unclean data. Zhang (2023)
proposed a denoising approach by pretraining on
corrupted data and regenerating the original con-
tent. They utilized text corruption techniques as
proposed by Lewis et al. (2020), including token
masking, sentence permutation, document rotation,
token deletion, and text infilling. They pretrained

models on synthetic and monolingual data and fine-
tuned them on clean parallel corpora, achieving
translation perplexity scores by training two models
and analyzing prediction difficulties. Ensembling
methods were also employed to enhance perfor-
mance. Chaudhary et al. (2019) utilized LASER
and an ensemble of scoring methods to check the
similarity between embeddings and cross-entropy
scores for both directions, penalizing significant
differences. Abdulmumin et al. (2022) developed a
binary classifier to predict translation accuracy, col-
lecting positive data from a gold standard dataset
and negative data from the worst LASER alignment
scores. Unfortunately, majority of the methods and
models mentioned above do not support Asturian,
Aragonese, or Aranese.

Statistical Approaches. Steingrimsson et al.
(2023) applied rules such as filtering sentences
with three tokens or less, ensuring 60% or more
token overlap between languages, and requiring at
least 70% alphabetical characters in both sentences.
Vegi et al. (2022) introduced constraints such as fil-
tering sentences where the source or target exceeds
800 characters, where the length ratio is greater
than 2.5 or less than 0.4, or where words exceed
10 characters. Cruz and Sutawika (2022) extended
these rules to include sentences with too many con-
tiguous punctuations (three or more), a large per-
centage of numbers or punctuations, and additional
filtering criteria. Minh-Cong et al. (2023) pro-
posed building a dictionary using MGiza++ and
clean parallel corpora, translating source sentences,
calculating edit distances, and iteratively training
NMT models, assuming the availability of clean
parallel corpora.

Other Approaches. Other approaches for han-
dling unclean data include additional filtering rules
proposed by Vegi et al. (2022), such as remov-
ing sentences that are empty or identical between
source and target. Cruz and Sutawika (2022) sug-
gested removing sentences with missing punctua-
tions in one language, sentences containing HTML
or URLs, ensuring numbers appear in both source
and target, and deduplicating data after preprocess-
ing. Steingrimsson et al. (2023) recommended
using a language filter to ensure both languages
are in the top two predictions and removing near-
duplicate pairs.
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3 Methodology

Training Datasets: For training, we use bilin-
gual datasets from OPUS* CCMatrix and WikiMe-
dia (Spanish-Asturian), subjected to the filtration
outlined in section 3.1.1. We also use monolingual
datasets, specifically the PILAR (Galiano-Jiménez
et al., 2024b) Asturian monolingual dataset and
the Spanish side of the English-Spanish Wikime-
dia dataset from OPUS, with filtration procedures
detailed in section 3.1.2.

Development Set: We evaluate the trained mod-
els using the FLORES+’ Spanish-Asturian devel-
opment set, referred to as the development set
throughout the paper.

Hardware Specifications: All experiments were
conducted on a single machine with an Intel i9-
9900K CPU, 64GB of RAM, and an Nvidia Quadro
RTX 6000 (24GB VRAM).

Software Specifications: All models and train-
ing code were developed using the HuggingFace
(HF) Transformers (Wolf et al., 2020) library. For
evaluation, we use chrF and BLEU scores from
the evaluate® library of HF. We utilized the work
done by Nayak et al. (2023) to obtain the Jensen-
Shannon divergence scores.

Models: We use NLLB-200-600M (NLLB Team
et al., 2022) (we will address it as NLLB-600M
throughout the paper), M2M100-418M (Fan et al.,
2020) (we will address it as M2M100 through-
out the paper), and SMaLL-100 (Mohammadshahi
et al., 2022) to conduct experiments. All training
and fine-tuning was performed on SMaL.L-100 (see
section 3.2)

Training Details: We use the HF Transformers
Trainer API with the AdamW optimizer, a learning
rate of 1 x 10~°, and a batch size of 16. Gradient
accumulation steps of 16 were used to increase the
effective batch size to 256. Training is conducted
in two steps: first, training the entire model us-
ing the filtered Spanish-Asturian CCMatrix dataset
(Table 3); then, fine-tuning the best model from
the training phase by freezing the encoder layers
(Table 4).

Dataset used in fine-tuning step: For fine-
tuning, we combined multiple datasets as follows

4https ://opus.nlpl.eu/
5https ://github.com/transducens/PILAR
6https ://github.com/huggingface/evaluate

(see Table 4 for results): Dataset A is the filtered
Spanish-Asturian Wikimedia; Dataset B includes
A + the filtered PILAR crawled monolingual data;
Dataset C' includes B + the filtered PILAR liter-
ary monolingual data; Dataset D includes C' + the
Spanish monolingual data from English-Spanish
Wikimedia. All monolingual data were translated
using NLLB-600M.

3.1 Data Filtration and Curation
3.1.1 Bilingual Data Filtration

Our Bilingual Data Filtration pipeline consists of
two stages: Primary and Secondary.

Primary Filtration: We start by removing punc-
tuation and whitespace from the Spanish text, then
deduplicate it. Using Idiomata Cognitor (Galiano-
Jiménez et al., 2024a), we classify the language
of each sentence, removing those with inconsis-
tent predictions. We analyze sentence length ratios
and word counts, using the development set as a
benchmark to remove anomalies.

Dataset Before | After %
M) | M) | drop
Wikimedia - es_ast 0.04 0.03 | 38.99
CCMatrix - es_ast 5.39 2.01 62.72
Wikipedia - es_en 2.80 1.26 | 55.19
Wikimedia - es_en 1.81 1.31 27.47

Table 1: The table presents the sample count (in mil-
lions) before and after primary filtration, along with the
percentage of samples dropped during this phase.

Secondary Filtration: For datasets over 300K
sentences, we limit the size to S0K-300K sentences.
We use the Jensen-Shannon divergence to refine
the data. We sample sets of 2000 sentence pairs
(with replacement) to form 1000 sets, remove Span-
ish stop words and punctuation with the NLTK li-
brary’, and calculate word frequency distributions
for each sample and the development set. We sort
the samples by their divergence scores (Nayak et al.,
2023) against the development set, and iteratively
merge and deduplicate low-divergence samples un-
til we have the target dataset size (as specified in
Table 3). The implementation of the secondary
filtration method is detailed in Algorithm 1.

7h’ctps: //www.nltk.org/

903


https://opus.nlpl.eu/
https://github.com/transducens/PILAR
https://github.com/huggingface/evaluate
https://www.nltk.org/

Algorithm 1: Secondary Filtration

Input: Dataset D with |D| > 500K,
development set £/, number of
batches IV, batch size L, desired size
S

Output: Deduplicated batch set B 4, Of

size S

// Initialize empty batch list

B+ {}

fori < 1to N do

// Randomly sample L rows with
replacement

B; <~ RandomSample(D, L)

B+ BU{B;}

end

// Initialize empty scores list

scores <+ {}

for each batch B; € B do

// Jensen-Shannon Divergence
between B; and E
JS; « JS_div(B;, F)
scores < scores U {(B;, JS;)}
end

Sort(scores) by J.S; in ascending order

// Initialize final batch List

Bfinal <~ {}

current_size < 0

while current_size < S do

Beandidate < scoresli].batch

Bfinal < Bfinal U {Bcandidate}

De-duplicate(B fiq1)

current_size < Length(Bfinai)
end

return By;,q

3.1.2 Monolingual Data Filtration

We extract monolingual data from PILAR crawled
and literacy datasets for Asturian, and Wikime-
dia OPUS datasets for Spanish using the English-
Spanish direction. Using sentence-splitter®, we
segment the PILAR text into sentences using the
Spanish setting, achieving good performance de-
spite the library’s lack of support for Asturian. We
removed URL links and retained sentences with a
word count between four and sixty (the maximum
in the development set). Sentences were then clas-
sified using the language identifier model Idiomata
Cognitor (Galiano-Jiménez et al., 2024a), and those

8https://github.com/mediacloud/
sentence-splitter

not identified as Spanish or Asturian were removed.

3.2 Model Selection

Translation Model Selection: Based on zero-
shot performance scores, NLLB-600M was se-
lected as the best model for translating the filtered
monolingual dataset, outperforming both M2M-
100 and SMaLL-100 in chrF and BLEU scores
(Table 2).

Training Model Selection: Given the limited
GPU resources in our training environment, we
selected SMaL.L-100 as the model for training and
experimentation due to its smaller size and superior
performance compared to M2M-100 (Table 2).

4 Results and Discussion

In this section, we present the results of our exper-
iments using the proposed methods. The results
from our primary data filtration step (Section 3.1.1)
demonstrate the row counts of each dataset before
and after filtration. Notably, our filtration method
had the most significant impact on the CCMatrix
(es-ast) and Wikipedia (es-en) datasets, with data
reduction percentages exceeding 50%. Further in-
vestigation could be conducted to understand the
factors contributing to this substantial data drop in
these sources and to determine whether this obser-
vation is consistent across other language pairs in
these datasets.

Table 2 displays the zero-shot performance of
three state-of-the-art open-source models: NLLB-
600M, M2M100, and SMaLL-100. NLLB-600M
was selected as the model for generating transla-
tions for monolingual sentences due to its signif-
icantly better performance compared to the other
two models. Given its smaller size and superior per-
formance compared to M2M 100, SMaLL-100 was
chosen as the model for training and experimen-
tation. By choosing the SMal.LL-100 model, we
gained the added advantage of using larger batch
sizes due to the model’s small size. This proved
crucial in our low-compute resource environment.

Table 3 presents the results from the first step
of the two-step training regime described in Sec-
tion 3, applied to the CCMatrix filtered dataset. The
data was incrementally filtered based on increasing
Jensen-Shannon divergence scores in steps of 50k.
We observe that model performance improves up
to a subset size of 100K, after which it gradually
declines. This observation aligns with the findings
of Ranathunga et al. (2024), emphasizing that data
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# of Trainable Size Time | Power

Model chrF BLEU Params (M) ) chrF BLEU (hrs) | (kWh)
NLLB-600M | 49.77 17.16 615.07 A | 248 | 51.14 17.80 0.28 0.08
M2M100 46.27 14.71 483.91 B | 38.5 | 51.38 18.02 0.60 0.18
SMaLL-100 | 48.47 14.85 332.74 C | 602 | 5147 18.17 0.95 0.28
D | 8.9 | 5092 17.97 1.35 0.40

Table 2: Scores for the zero-shot performance of the
models evaluated on FLORES+ Spanish-Asturian dev
set and number of trainable parameters for each model.

quality is more important than the sheer size of the
dataset. Selecting smaller, higher-quality datasets
not only enhances performance but also offers the
additional benefits of reduced training time and
lower computational requirements, which in turn
minimizes the carbon footprint. As shown in Ta-
ble 3, the best-performing subset required only 1.48
hours of training and consumed just 0.44 kWh of
GPU power.

Size Time | Power
(k) chrF BLEU (hrs) | (kWh)
50 49.63 17.25 0.72 0.21
100 | 50.04 17.52 1.48 0.44
150 | 49.84 17.26 2.25 0.66
200 | 4995 17.34 2.92 0.86
250 | 49.81 17.36 3.68 1.09
300 | 49.70 17.02 4.42 1.30
Table 3: Scores, training durations, and GPU power

consumption for training CC-Matrix Spanish-Asturian
filtered datasets at intervals of 50K jumps. This is the
first step in the training phase.

The results of our second step of model train-
ing (fine-tuning), where the encoder layers were
frozen, are presented in Table 4. Among the various
combinations, Dataset C' demonstrated the best per-
formance. This dataset includes Spanish-Asturian
Wikimedia data as well as Spanish-Asturian PILAR
crawled and literary datasets. Notably, the Spanish
side of this dataset was generated using the transla-
tion model (NLLB-600M) for the PILAR Asturian
monolingual crawled and literary datasets.

Interestingly, the performance drops when us-
ing Dataset D, which consists of Dataset C' com-
bined with Spanish data (Spanish-English Wikime-
dia) translated into Asturian using the translation
model. This observation underscores the impor-
tance of high-quality target-side sentences, as the
monolingual PILAR dataset comprises carefully
curated, high-quality Asturian data. We hypothe-

Table 4: Dataset name, Size, Scores, Time duration and
the GPU Power consumption of fine-tuning the best
model from Table 3. A = filtered Spanish-Asturian
Wikimedia; B = A + filtered and translated PILAR
crawled data; C = B + filtered and translated PILAR lit-
erary data; D = C + Spanish-Asturian data from English-
Spanish Wikimedia.

size that since Spanish is a high-resource language,
the model’s encoder has likely been exposed to ex-
tensive Spanish data. By freezing the encoder and
allowing the model to learn during this fine-tuning
step, the model was better able to focus on the
target language. Based on these observations, we
conclude that when fine-tuning a pre-trained multi-
lingual translation model for a high-resource source
language and a low-resource target language, it is
essential to leverage high-quality monolingual data
for the target language and freeze the encoder to re-
tain the learned knowledge of the source language
while making the other layers trainable.

The training time and GPU power consumption
for the best datasets from our two-step training pro-
cedure (as shown in Table 3 and Table 4) remains
well within 3 hours and consumes less than 1 kWh
of GPU power. This makes our proposed method
highly suitable for low-compute environments.

5 Conclusion

We presented a purely statistical-based pipeline
for data filtering, demonstrating that simple sta-
tistical methods should not be overlooked, par-
ticularly for low-resource languages where deep
learning-based methods may fail to provide ade-
quate support. Our proposed pipeline achieved
competitive performance in a low-compute envi-
ronment for the constrained task, proving to be
both economical, with training times well under
3 hours as well as eco-friendly, with GPU power
consumption kept under 1 kWh. This work rein-
forces the findings of previous studies that empha-
size the importance of data quality over quantity.
We hope that our methodology will encourage and
empower researchers in low-compute environments
to contribute to an egalitarian representation of lan-
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guages.
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