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Abstract
In this work, we provide the system descrip-
tion of our submission as part of the English-
to-Lowres Multimodal Translation Task at the
Workshop on Asian Translation (WAT2024).
We introduce Chitranuvad, a multimodal model
that effectively integrates Multilingual LLM
and a vision module for Multimodal Transla-
tion. Our method uses a ViT image encoder to
extract visual representations as visual token
embeddings which are projected to the LLM
space by an adapter layer and generates trans-
lation in an autoregressive fashion. We par-
ticipated in all the three tracks (Image Cap-
tioning, Text-only and Multimodal translation
tasks) for Indic languages (ie. English trans-
lation to Hindi, Bengali and Malyalam) and
achieved SOTA results for Hindi in all of them
on the Challenge set while remaining competi-
tive for the other languages in the shared task.

1 Introduction

Recently, there has been an increased interest in
Multimodal Machine Translation (MMT) task (Cal-
ixto and Liu, 2017; Delbrouck and Dupont, 2017;
Elliott and Kádár, 2017; Yao and Wan, 2020) which
involves translation between language pairs, in-
corporating other modalities (like images) as an
auxiliary information. The visual cues act as ‘sym-
bol grounding’ (Fodor, 1975; Harnad, 1990, 2003,
2005), helping to resolve ambiguities in language
(Rainie et al., 2012; Hu et al., 2014; Specia et al.,
2016; van Miltenburg et al., 2019; Caglayan et al.,
2020) by learning to connect language and per-
ception (Mooney, 2008; Bisk et al., 2020). For
example, in order to correctly translate the word
court in Figure 1, the model has to infer from the
image that the statement is about tennis court and
not the court as government institution.

Prior works mostly focused on translation from
English to European languages (Elliott et al., 2016;
Specia et al., 2016) while the Indic languages re-
main largely unexplored, with an exception of the

MMT shared task at the Workshop on Asian Trans-
lation (WAT) (Nakazawa et al., 2019, 2020, 2021,
2022, 2023).

The English-to-Lowres Multimodal Translation
Task at WAT-2024 targets the MMT task for three
Indic medium-to-low-resource languages (Hindi,
Bengali, Malayalam) and a low-resource African
language Hausa. To assess the importance of the
image modality, the task has been decoupled into
three tracks: 1). Text-only translation where the
source image is not used, 2). Image Captioning
where English source text is not used and 3). Mul-
timodal translation which uses both the image and
the text. We participated in all the three tracks for
Indic languages only (Hindi, Bengali, Malayalam)
under a non-constrained and proprietary multi-
lingual and multimodal Large Language Model
(LLM): Chitranuvad1.

In this paper, we provide a description of our
multimodal LLM where we leverage a multi-
lingual LLM backbone Krutrim (Team, 2024b),
coupled with a visual image encoder. Our contribu-
tions could thus be summarized as follows:

• We introduce Chitranuvad, a Large Multi-
modal model, adapted for multi-lingual trans-
lation, which leverages images and language
modalities to provide an image grounded
translation of the English sentence in the tar-
get Indic languages.

• We showcase the effectiveness of task specific
finetuning on the Visual Genome translation
datasets and achieve SOTA performance.

• We evaluate Chitranuvad and prior baselines
on the English-to-Lowres Multimodal Trans-
lation Task and demonstrate the ability of our
model to perform grounded translation, using
different training strategies and ablations.

The rest of the paper is organized as: Section 2
presents related research on multimodal machine

1Chitranuvad literally means Image Translate in Hindi
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English: Tennis player in a court
Object Tags: person,tennis racket,sports ball
Hindi: एक अदालत म� टेिनस �खलाड़ी
Bengali: �টিনস �খেলায়াড় এক�ট আদালেত
Malayalam: ഒരു േകാർ�ിൽ െട�ീസ് കളി�ാരൻ

English: A bears right black ear.
Object Tags: bear
Hindi: एक भालू सही काले कान।
Bengali: এক�ট ভালুক কােনর কান ভালুক।
Malayalam: ഒരു കരടിയുെട വലത് കറു� െചവി

Figure 1: Multimodal Machine Translation task as part of English-to-lowres track where the source sentence is
translated to multiple Indic languages (Hindi, Bengali, Malayalam) grounded in the image. Meaning of words like
"court" and "right" in the translations can vary significantly depending on the visual context.

translation while Section 3 explains our Chitranu-
vad model recipe in detail. We present the datasets
used in Section 4, followed by experimental find-
ings in Section 5 and conclusion in Section 6.

2 Related Work

Early Neural Machine Translation (NMT) and Im-
age captioning systems (Show, 2015; Gao et al.,
2018) were based on Recurrent Neural Networks
(RNNs) and their variants (Cho et al., 2014;
Sutskever et al., 2014; Cho, 2014; Hochreiter and
Schmidhuber, 1997), often incorporating attention
mechanisms (Bahdanau et al., 2014). The seminal
work of transformers (Vaswani, 2017) paved the
way for the development of high-quality image cap-
tioning (Chen et al., 2021) as well as translation
systems (Lewis, 2019), even for low-resource lan-
guages (Dabre et al., 2021; Gala et al., 2023a). Mul-
timodal Machine Translation (MMT) systems wit-
nessed a similar shift in their approrach (Caglayan
et al., 2016; Yao and Wan, 2020; Guo et al., 2023).
Prior submissions to the MMT task at Workshop on
Asian Translation (Gain et al., 2021; Gupta et al.,
2021; Parida et al., 2022; Dash et al., 2023; Shahid
et al., 2023) also fall in this category.

The next generation of Multimodal LLMs (Lu
et al., 2024a; Laurençon et al., 2024; Tong et al.,
2024; Xue et al., 2024) can handle a variety of
complex tasks, including machine translation and
captioning, by utilizing cutting-edge architectures

as an unified general purpose agent. These models
often rely on pre-trained LLMs, with an exception
of few, which train the models from scratch (Team,
2024a; Lu et al., 2024b). Most of these Vision Lan-
guage Models (VLMs) follow the architecture of
(Liu et al., 2023a) where a CLIP (Radford et al.,
2021) or a similar encoder is used to encode the im-
age and projected into LLM’s representation space
using an adapter layer. Notably, Wang et al. (2023)
offers a departure from conventional architectures
by using distinct matrices and Feed Forward Net-
works for image modalities. Recent developments
replace the image encoder with SigLIP (Zhai et al.,
2023a) and the single-layer MLP projector with
attention-based pooling (Laurençon et al., 2024).

Advanced backbone LLMs (Brown et al., 2020;
Touvron et al., 2023; Achiam et al., 2023; Team
et al., 2023; Jiang et al., 2024; Team et al., 2024)
however have a primary focus for English and
European languages. There have been relatively
few LLMs for Indic languages, such as Airavata
(Gala et al., 2024), Navarsa (Labs, 2023), Kannada
LLaMA, Tamil LLaMA (Balachandran, 2023),
Odia LLaMA (Kohli et al., 2023), to name a few.
However, most of these LLMs are an extension
and finetuned version of LLaMA/Gemma for Indic
languages, which don’t fully capture the nuances
of the language. This could be attributed to the
fact that Indic languages are under-represented in
Common Crawl (which majorly forms the train-
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sentence into {lang}:

'''A row of sinks'''

Figure 2: Chitranuvad model architecture with the three stage training pipeline described in Section 3.

ing corpus of LLMs), despite India constituting
18% of the global population. Hindi, for example,
does not show-up in the top 20 languages despite
being the 3rd most spoken (Buck et al., 2014;
Penedo et al., 2023). Closed-source models such as
Krutrim (Team, 2024b) and Sutra (Bendale et al.,
2024) represent exceptions, as they are trained from
scratch. Currently, PALO (Maaz et al., 2024) is a
multimodal LLM that supports only Hindi and Ben-
gali. However, to the best of our knowledge, there
are no other open-source multimodal LLMs trained
specifically for low-resource Indic languages. In
contrast, we developed a multilingual multimodal
system that supports 10 Indic languages.

3 Model and Training Recipes

Figure 2 provides an overview of our architec-
ture and the multi-stage training pipeline. Our
Chitranuvad model architecture borrows heavily
from LLaVA-like models (Liu et al., 2023a, 2024),
where we use pre-trained Krutrim LLM (Team,
2024b) instead, as the autoregressive multi-lingual
LLM backbone. Our Krutrim LLM is trained
across 10 languages and natively supports all the 3
Indic languages (Hindi, Bengali, Malayalam) used
as part of the shared task.

For the multimodal training, we first encode im-
ages through a vision encoder. Next, the modal-
ity projection (adapter/connector) layer projects
the vision embeddings into the LLM embedding

space, creating a sequence of visual tokens. The
multi-lingual LLM then generates the response con-
ditioned on these visual embedding tokens. The
Krutrim LLM model supports a context length of
4096 tokens, out of which 576 tokens are used for
the image representation, obtained after the modal-
ity projector layer. For the projection layer, we
experiment with both single layer projection (Liu
et al., 2023b) as well as a two-layer MLP vision-
language connector with non-linearity (Liu et al.,
2023a). We also experiment with pre-trained CLIP
ViT-L/14@336px (Radford et al., 2021) as well as
SigLIP-SO400M (Zhai et al., 2023b) for the vision
encoder. Similar to the LLaVA model, we generate
multi-turn conversational data for instruction tun-
ing our model, which we expand upon in Section 4.
We train our model in multiple stages:

Stage 1: Pre-Training (PT) for Feature Align-
ment. In this stage, we do the pre-training with
image-text pairs, where the projector layer is
trained while the vision encoder and LLM is kept
frozen. Here, each sample is treated as a single-turn
conversational instruction tuning data.

Stage 2: Instruction Tuning. Similar to LLaVA
models (Liu et al., 2023b,a), we also keep the
vision encoder frozen during the second stage of
training. However, here we also update the LLM
weights apart from tuning the modality projection
layer. This stage aims to build a general purpose
Multimodal agent (chatbot) which can follow com-
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Split #Instances English Hindi Bengali Malayalam

Train 28930 5.09 5.13 4.07 3.86
Valid 998 5.08 5.04 4.06 3.75
Test 1595 5.07 4.95 4.14 3.76
Challenge 1400 6.04 6.35 4.92 4.48

Table 1: Total number of instances and average number
of tokens for the text in English and splits of different
Visual Genome datasets in other languages.

Multimodal Translation:
Human: You are given an image and coordinates of a
bounding box as: x1={x1}, y1={y1}, x2={x1+x2},
y2={y1+y2}. Using the context of the objects or
items available in the bounding box translate the fol-
lowing sentence from English into {lang} language.
You are also provided labels of the objects in the im-
age as: {labels}. English sentence is: {sentence}.
System: {translation}.
Text only translation:
Human: Translate the following sentence from En-
glish into {lang} language. English sentence is: {sen-
tence}.
System: {translation}.
Image captioning: Human: You are given an im-
age and coordinates of a bounding box as: x1={x1},
y1={y1}, x2={x1+x2}, y2={y1+y2}. You are also
provided labels of the objects in the image as: {la-
bels}. Provide a short caption of the object in {lang}
language.
System: {caption}.

Table 2: Different prompt templates for creating task
specific fine-tuning data, used in Stage 3 training.

plex instructions across multiple-turns of the con-
versation. We focus on developing a specialized
multimodal translation system in the Stage 3.

Stage 3: Task-specific Fine-Tuning. We follow
a similar recipe to that of Stage 2 for the (Machine
Translation) task-specific fine-tuning and update
weights for the projection layer and the LLM while
keeping the vision encoder frozen. Here, we ex-
periment with both LoRA style training (Hu et al.,
2021; Houlsby et al., 2019) as well as full parame-
ter fine-tuning on the shared task translation data.

4 Dataset

In this section, we describe the data resources uti-
lized throughout our experiments.

Stage 1: In our initial experiments, we use the
LLaVA-Pretrain-LCS-558K data for pre-training
our model in Stage 1. However, recent works (Tong
et al., 2024) showed that more adapter data is bene-
ficial for the model, such as the 1.2M ShareGPT4V-
PT (Chen et al., 2023) image-captioning dataset,
which we use in Stage 1 training. We also trans-

lated this data in the 10 Indic languages that our
LLM natively supports, using an in-house text Ma-
chine Translation system. We sample translations
across different languages (including English) in an
equal ratio and ensure that PT data limits to 1.2M
data points in our final data mix.

Stage 2: For the second stage instruction tun-
ing, eliciting visual reasoning abilities, we experi-
ment with both LLaVA-Instruct-150K (Liu et al.,
2023b) and LLaVA-1.5-665K (Liu et al., 2024)
where we find continued improvements with the
665K version. Similar to pre-training data, we also
translated the LLaVA-1.5-665K into multiple lan-
guages. Recently released Cauldron dataset (Lau-
rençon et al., 2024) is a collection of 50 academic
Vision-language tasks. In our final submission, we
also include the translated versions and the origi-
nal English language based Cauldron apart from
the proprietary multi-modal dataset in the training
mix. It must be noted that the English only Visual
Genome might be a part of this stage’s training data
through various academic datasets, though not for
the translation task.

Stage 3: For the Stage 3, we work with the
aligned multi-lingual Visual Genome (Krishna
et al., 2017) datasets, i.e. Hindi (Parida et al., 2019),
Bengali (Sen et al., 2022) and Malayalam (Parida
and Bojar, 2021), bundled as part of the shared task.
Each row in the dataset consists of the following
fields: i). MS COCO (Lin et al., 2014) image id
ii). English utterance iii). Translated utterance in
Hindi/ Bengali/ Malayalam iv). Bounding box of
the area in the image that the utterance is based on.
While there is also a track for Hausa language (Ab-
dulmumin et al., 2022), we don’t include this in
our training data. Table 1 provides the statistics
of the different versions of the dataset, which we
transform into instruct tuning format, similar to
Stage 1 and 2 data (see Table 2). To increase the
efficacy of our model, we enrich the dataset with
the labels of different objects in the image (object
tags), similar to (Gupta et al., 2021). We use SOTA
(state-of-the-art) YOLOv8 (Varghese and Sambath,
2024) for object detection compared to the prior
works, which relied on Faster R-CNN models (Wu
et al., 2019; Girshick, 2015). We also calculate
the Intersection-over-union (IoU) for the detected
and the dataset provided bounding boxes to get the
most relevant object tag. However, we found a de-
creased performance against including the labels
of all the detected objects.
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Hi-Ch Hi-Test Bn-Ch Bn-Test Ml-Ch Ml-Test

Submission BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑
SILO NLP 29.6 0.73 36.2 0.79 22.6 0.61 41.0 0.77 14.6 0.39 30.8 0.60
NLP Voices 41.8 0.81 43.1 0.82 32.9 0.71 39.8 0.75 19.6 0.54 30.6 0.64
Volta 51.7 0.86 44.1 0.82 - - - - - - - -
ODIAGEN 53.6 0.86 44.6 0.83 47.8 0.82 49.2 0.8 39.7 0.75 46.6 0.75
Ours (leaderboard) 54.1 0.86 43.3 0.81 44.2 0.79 45.1 0.77 34.0 0.65 37.8 0.63
Ours† 55.3 0.87 44.7 0.83 46.7 0.81 48.1 0.79 40.6 0.75 51.7 0.88

Table 3: English-to-lowres leaderboard scores for Text-only task for Indic languages (Team 007). In the following
tables, †denotes the results after submission deadline using the IndicTrans2 evaluation scripts, all the other results
are reported using the shared task dashboard.

Hi-Ch Hi-Test Bn-Ch Bn-Test Ml-Ch Ml-Test

Method BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑
ODIANLP 0 0.04 0.8 0.06 - - - - - - - -
NLPHUT - - - - - - - - 0.9 0.02 0.9 0.05
Ours (leaderboard) 1.3 0.13 2.8 0.18 0.4 0.04 1.8 0.11 0.3 0.04 0.9 0.06

Table 4: English-to-lowres leaderboard scores for Image captioning track. Ours is the only multi-lingual model
which can handle all the 3 Indic languages for image captioning.

5 Experimental Results and Discussion

This section details our experimental setup and
presents the results of our comparative studies.

5.1 Implementation

We use HuggingFace Transformers (Wolf et al.,
2019) based on PyTorch (Paszke et al., 2019) for
our experiments. We consider PALO (Maaz et al.,
2024) as a multi-lingual multi-modal baseline and
use the code provided with the repository2. The
shared task provides a leaderboard based on the
automatics metrics of BLEU (Papineni et al., 2002)
and RIBES (Isozaki et al., 2010). For reporting
BLEU, we used the evaluation scripts3 provided
with (Gala et al., 2023b) and the official reposi-
tory for RIBES4. Similar to previous works (Gupta
et al., 2021), we also report the results after tokeniz-
ing the outputs using indic-tokenizer5. Our Stage
1 and Stage 2 tuning follow similar hyperparame-
ters as the LLaVA model (Liu et al., 2023b) unless
specified otherwise. For Stage 3 fine-tuning, we
conducted multiple experiments for hyperparame-
ter search of learning rate (1e-3, 1e-4, and 1e-5);
as well as multiple epochs (1, 2, 3, and 5). We
observed rapid over fitting after only one epoch
while a learning rate of 1e-4 yielded the highest
overall performance. All our further experiments
are reported based on this configuration.

2https://github.com/mbzuai-oryx/PALO
3https://github.com/AI4Bharat/IndicTrans2
4https://github.com/nttcslab-nlp/RIBES
5https://github.com/ltrc/indic-tokenizer

5.2 Results for different tracks

Table 3, 4 and 5 present the results for text-only, im-
age captioning and the Multimodal translation task
respectively. For the text-only task, our Chitranu-
vad model was trained with image data till Stage 2.
In Stage 3, we only finetune with text only transla-
tions. During inference, we prompt the model with
text only translations and dont provide images. Our
model achieves SOTA on Hindi and Malayalam
Challenge and Test sets while being competitive
on the Bengali dataset (see Table 3). We were the
only submission which could do image captioning
in all the 3 languages (see Table 4). For the MMT
task, we achieved SOTA on Hindi Challenge and
Malayalam test set while being competitive on the
other languages. We also provide cherry-picked
system outputs of our best Multimodal LLM in Ta-
ble 3. From our manual inspection, we saw that our
generated translations are better than the ground
truth. For example, in the last snippet, our model
correctly translates the word ‘downhill’, which the
gold translation fails to capture.

5.3 0-shot on the Shared task data

We evaluate the efficacy of our model after Stage
2 as the 0-shot setting, where we don’t fine-tune
specifically for the shared task translation data. In
our preliminary experiments, we only use the En-
glish versions of the datasets mentioned in Section
4 for both Adapter tuning (Stage 1) and Instruc-
tion tuning (Stage 2). Exceptionally, our Krutrim
LLM still retained multi-lingual capabilities, ev-
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Hi-Ch Hi-Test Bn-Ch Bn-Test Ml-Ch Ml-Test

Submission BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑
IIT-P 37.5 0.79 42.5 0.81 - - - - - - - -
ODIAGEN 42.8 0.82 41.6 0.81 30.5 0.69 42.4 0.76 - - - -
Volta 51.6 0.86 44.6 0.82 - - - - - - - -
BITS-P 52.1 0.85 45.0 0.83 48.7 0.83 50.6 0.81 42.2 0.76 51.9 0.80
Ours (leaderboard) 53.4 0.842 43.7 0.81 44.8 0.78 44.5 0.76 39.8 0.74 51.9 0.78
Ours† 54.7 0.86 43.9 0.83 46.9 0.81 47.7 0.79 40.3 0.74 51.9 0.93

Table 5: English-to-lowres leaderboard Scores for Multimodal translation track across multiple languages (Team
007). †denotes the results after submission deadline using the IndicTrans2 evaluation scripts

Hi-Ch Hi-Test Bn-Ch Bn-Test Ml-Ch Ml-Test

Method BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑
PALO-7B 14.8 0.585 13.3 0.567 7.9 0.469 9.6 0.464 0.1 0.001 0 0
PALO-13B 15.8 0.605 14.9 0.605 6.7 0.44 7.0 0.45 0.1 0.004 0 0
Chitranuvad (Eng) 18.3 0.629 12.9 0.585 8.7 0.512 8.3 0.477 8.7 0.487 7.3 0.426
Chitranuvad (Eng+Hindi) 20.0 0.698 14.8 0.653 9.4 0.537 8.9 0.494 9.2 0.511 8.6 0.466
Chitranuvad (Multilingual) 25.0 0.694 19.0 0.66 11.4 0.569 9.7 0.515 12.2 0.54 10.3 0.486

Table 6: 0-shot results for Multimodal Machine Translation track as discussed in Section 5.3. Eng denotes only
English data is used in Stage 1 and 2. Eng+Hindi denotes English and Hindi data in Stage 2. As expected, we find
the best scores when the training data mix consists of data from the 10 Indic languages.

ident from the scores in Table 6. When we also
include Hindi data in the training mix, we find
an uplift on the Hindi translation task. Including
multi-lingual data in both the stages further showed
improvement on all three language translation tasks
in the 0-shot setting. We thus use this as the base
model in the Stage 3 training. We also evaluate
against the open-source baseline of PALO-7/13B
(Maaz et al., 2024) in the 0-shot setting. To our
surprise, our Chitranuvad model consistently out-
performs the 0-shot PALO baseline, even when
our model is fine-tuned with English only data in
both the stages. We hypothesis that this is because
the base LLM Vicuna (Zheng et al., 2024) used in
PALO is not inherently multi-lingual in nature.

5.4 Other fine-tuning approaches

In this section, we elaborate on key findings with
different fine-tuning approaches, with all the results
reported in Table 7.

LoRA vs Full finetuning. We investigated the
efficacy of full fine-tuning versus Low-Rank Adap-
tation (LoRA) using Visual Genome data. Our ex-
periments (see Table 7) reveal that full fine-tuning
consistently outperforms LoRA, i.e. LoRA learns
less (Biderman et al., 2024).

Bi-lingual vs Multi-lingual For Stage 3 training,
we experiment with training specialized models for
each language (Hindi and Bengali) compared to
multi-lingual setting with a mix of data from all
the three Indic languages. We didn’t find any im-

provement over multi-lingual model but instead
observe catastrophic forgetting (Zhai et al., 2023c;
Tong et al., 2024), where the translation abilities of
the model in the other languages deteriorate com-
pletely. We hypothesize that a mix of multiple lan-
guages probably act as regularizaton and enhance
the general translation capabilities.

Do we need second stage training? Similar to
(Tong et al., 2024), we investigate if we even need
Stage 2 instruction tuning. We find that our model,
if finetuned directly on Visual Genome translation
data (i.e. Stage 1 and 3 training only) performed
comparable to the previous baselines. Including
Stage 2 training provided an uplift in the scores
with an added advantage of building a general pur-
pose Multimodal agent.

Back translation Back translations, i.e. using
the reverse translations have been a popular tech-
nique both for data augmentation as well as post-
processing or re-ranking techniques in traditional
Machine Translation and Natural Language Gener-
ation systems (Sennrich et al., 2015; Li et al., 2015;
Agarwal et al., 2018; Edunov, 2018; Graça et al.,
2019). This involves re-translating content from
the target language to its source language. Thus,
apart from the original task of En -> Hi/Bn/Ml, we
also included in our training corpus, the task of re-
verse translation from Hi/Bn/Ml -> En in the Stage
3 training mix. However, in our experiments, we
found that this strategy showed decreased perfor-
mance in terms of automatic metrics.
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Object tags: person, person, person, tennis racket
Bbox tag: tennis racket
English: A TENNIS RACKET

Hindi GT: एक टेिनस रेकेट
Hindi Translated: एक टेिनस रैकेट
Bengali GT: এক�ট �টিনস র �ােকট
Bengali Translated: এক�ট �টিনস র �ােকট
Malayalam GT: ഒരു െട�ീസ് റാ��്
Malayalam Translated: ഒരു െട�ീസ് റാ��്

Object tags: person, snowboard, backpack
Bbox tag: person
English: snow on the ground

Hindi GT: बफ़�  जमीन पर
Hindi Translated: जमीन पर बफ�
Bengali GT: মা�টেত বরফ
Bengali Translated: মা�টেত ত� ষার
Malayalam GT: നില�് മ�്
Malayalam Translated: നില�് മ�്

Object tags: dog
Bbox tag: dog
English: white flower on curtain

Hindi GT: पद�  पर सफेद फूल
Hindi Translated: पद�  पर सफेद फूल
Bengali GT: পদ�ার উপর সাদা ফুল
Bengali Translated: পদ�ায় সাদা ফুল
Malayalam GT: തിര�ീലയിൽ െവളു� പു��ം
Malayalam Translated: െവളു� പു��ം

Object tags: person, skis
Bbox tag: person
English: Woman going fast downhill.

Hindi GT: तेज गित से जा रही मिहला।
Hindi Translated: नीचे की ओर तेजी से जा रही मिहला।
Bengali GT: মিহলা �তু উতরাইেয়র িদেক যাে�।
Bengali Translated: মিহলা �তু িনেচ যাে�।
Malayalam GT: േവഗ�ിൽ താേഴ�് േപാകു� സ്�തീ.
Malayalam Translated: മലയിറ�ു� േവഗ�ിൽ സ്�തീ.

Object tags: person, bowl, oven, dog
Bbox tag: dog
English: a woman holding a dog

Hindi GT: एक �ी जो कु�ा रखती है
Hindi Translated: एक मिहला एक कु�े को पकड़े �ए
Bengali GT: এক�ট মিহলা এক�ট কুকুর ধের
Bengali Translated: এক�ট মিহলা এক�ট কুকুর ধের
Malayalam GT: ഒരു സ്�തീ നായെയ പിടി�ു�ു
Malayalam Translated: ഒരു സ്�തീ നായെയ പിടി�ു�ു

Figure 3: English-to-lowres Multimodal Machine Translation track supports translation of source sentence into
multiple Indic languages (Hindi, Bengali, Malayalam). We enrich the dataset to include labels of all the identified
objects. We show the outputs of our best model which is trained with a mix of multi-lingual data in all the 3 stages.
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Hi-Ch Hi-Test Bn-Ch Bn-Test Ml-Ch Ml-Test

Method BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑ BLEU ↑ RIBES ↑
LoRA 42.1 0.721 34.5 0.770 28.3 0.69 30.4 0.669 23.2 0.61 27.0 0.601
Bi-lingual (Hi Stage 3) 53.0 0.848 43.3 0.833 0.3 0.006 0.1 0.001 0.2 0.003 0 0
Bi-lingual (Bn Stage 3) 0.3 0.005 0.1 0.001 45.4 0.797 46.6 0.781 0.3 0.003 0.1 0.001
Only Stage 1, 3 53.6 0.853 43.4 0.826 45.2 0.801 46.4 0.788 38.2 0.735 50.3 0.781
Back Translation mix 53.8 0.856 43.6 0.828 46.0 0.806 46.8 0.792 37.5 0.729 46.3 0.738

Table 7: Different finetuning strategies for Multimodal Machine Translation track as described in Section 5.4 in the
order of discussion. Our Stage 3 full finetuning training performs the best compared to the other training recipes.

6 Conclusion

We present Chitranuvad, a multimodal LLM that is
adapted for image grounded Machine translation.
Our model encodes images using a pre-trained im-
age encoder (Alexey, 2020) and translates the En-
glish sentences autoregressively into different Indic
languages (Hindi, Bengali, Malayalam) using a pre-
trained LLM. Empirically, our model outperforms
previous baselines for different tasks. However, we
also observed that vision modality had little impact
on the translation, echoing the observations from
(Grönroos et al., 2018; Lala et al., 2018; Wu et al.,
2021; Li et al., 2022).

Broader Impact: We believe our work paves
way for building next generation assistants which
can do multimodal machine translation. We be-
lieve these systems can empower different sectors
like education, healthcare, banking and financial
services, etc. to name a few.

Limitations and Future Work: While this
work is focused to three Indic languages (Hindi,
Bengali, Malayalam), we consider our approach as
a first step towards building general purpose multi-
lingual system which can handle various Indic lan-
guages. While in our current setup, we freeze the
vision encoder during training, recent works have
shown that unfreezing the vision encoder with Per-
ceiver Resampler (Jaegle et al., 2021), helps learn
better representations (Laurençon et al., 2024; Tong
et al., 2024), which we plan to explore in the future.
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Chenhui Chu, Akiko Eriguchi, Kaori Abe, Yusuke
Oda, Katsuhito Sudoh, Sadao Kurohashi, and Push-
pak Bhattacharyya, editors. 2021. Proceedings of
the 8th Workshop on Asian Translation (WAT2021).
Association for Computational Linguistics, Online.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic evalu-
ation of machine translation. In Proceedings of the
40th annual meeting of the Association for Computa-
tional Linguistics, pages 311–318.

Shantipriya Parida and Ondřej Bojar. 2021. Malayalam
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