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Abstract

This paper presents the system description
of "DCU_NMT’s" submission to the WMT-
WAT24 English-to-Low-Resource Multimodal
Translation Task. We participated in the
English-to-Hindi track, developing both text-
only and multimodal neural machine transla-
tion (NMT) systems. The text-only systems
were trained from scratch on constrained data
and augmented with back-translated data. For
the multimodal approach, we implemented
a context-aware transformer model that inte-
grates visual features as additional contextual
information. Specifically, image descriptions
generated by an image captioning model were
encoded using BERT and concatenated with
the textual input.

The results indicate that our multimodal system,
trained solely on limited data, showed improve-
ments over the text-only baseline in both the
challenge and evaluation sets, suggesting the
potential benefits of incorporating visual infor-
mation.

1 Introduction

The increasing prominence of multimodal content
in the machine translation (MT) community high-
lights its potential to improve translation quality by
incorporating visual context, which is otherwise in-
accessible through textual information alone. This
approach has significant implications for commer-
cial applications, including the translation of image
captions in online news articles and the transla-
tion of product descriptions in e-commerce plat-
forms (Belz et al., 2017; Calixto et al., 2017; Lala
et al., 2017; Zhou et al., 2018). By integrating
visual information, multimodal MT systems can
achieve more accurate and contextually appropriate
translations.

Despite MT achieving near-human performance
for many high-resource languages, significant chal-
lenges remain, particularly for low-resource lan-
guages (Popel et al., 2020; Costa-jussà et al., 2022).

In recent years, the integration of additional modal-
ities, such as images, into MT systems has gained
prominence as a critical area of research (Suluba-
cak et al., 2020; Parida et al., 2021b,a). This multi-
modal approach seeks to address the limitations of
traditional text-only MT by incorporating supple-
mentary contextual information, thereby improving
translation accuracy and expanding the applicabil-
ity of MT across a broader spectrum of languages
and specialised domains.

The WMT-WAT 2024 Shared Task1 introduces
the "English to Lowres Multi-Modal Translation
Task," utilizing the Hindi, Bengali, Malayalam, and
Hausa Visual Genome datasets. Participants are
given an image, a specific rectangular region within
it, and a short English caption describing the region.
The task is to translate the caption into one of the
target languages: Hindi, Bengali, Malayalam, or
Hausa.

In this system description paper, we explain our
approach for the tasks in which we participated in
English (EN) to Hindi (HI) (i) Text only and (ii)
Multimodal translation. We released the code and
data produced during research through GitHub2.

2 Dataset

We use the data sets provided by the organizers for
the relevant tasks. The Visual Genome datasets
for Hindi, Bengali, Malayalam, and Hausa in-
clude 29,000 training examples, 1,000 examples
for development, and 1,600 examples for evalu-
ation. These datasets are based on a shared set
of images, with some variations due to indepen-
dent sanity checks conducted for each language.
For evaluation, the WMT-WAT 2024 Multimodal
Shared Task utilises 1,600 examples from the eval-
uation set and 1,400 examples from the challenge

1https://www2.statmt.org/wmt24/
multimodallowresmt-task.html

2https://github.com/sami-haq99/DCU_NMT_
WMT-WAT24
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set. In this submission, we denote evaluation set as
"EV" and challenge set as "CH" respectively. The
statistics of the dataset are shown in Table 1. Due
to time constrained, We only trained our systems
for English-Hindi language pair.

Tokens
Set Sentences English Hindi
Train 28930 143164 145448
D-Test 998 4922 4978
E-Test 1595 7853 7852
C-Test 1400 8186 8639

Table 1: Statistics of our data used in the En-
glish→Hindi Multimodal translation task.

3 Experimental Details

In this section, we present our experimental details
for the tasks we participated in.

3.1 Text-only translation

For the EN-HI text-only translation task, we have
two submissions: one restricted and the other using
additional monolingual data.

Back-translation enables the effective use of
monolingual data to improve the MT system, es-
pecially in a low-resource context (Sennrich et al.,
2016; Ul Haq et al., 2020) where model struggles
to learn reliable alignments from limited parallel
data. For our experiments, we used backtranslated
data generated from Flickr8k image captioning data
set to enrich text-only data (Parida et al., 2022).
For our text-only baseline, we trained the sentence-
level transformer model from scratch using all train-
ing data until convergence.

3.2 Multimodal translation

For the EN-HI multimodal translation system, we
employ a context-aware model, an extension of the
Transformer architecture designed to incorporate
additional contextual information during transla-
tion. Unlike traditional neural machine translation
(NMT) models that translate sentences indepen-
dently, context-aware NMT relaxes this assump-
tion by conditioning the translation not only on
the current source sentence but also on auxiliary
information from within or outside the document.
Given that the HVG data set is limited to the cap-
tion translation of specific image regions, we hy-
pothesize that providing the model with additional
context, such as a comprehensive description of

the entire image, could enhance the accuracy of
the generated translations. To take advantage of
visual features, we extracted image captions from
HVG image dataset and used them as additional
context for translation. Additionally, we used pre-
trained BERT as additional encoder to encode and
aggregate contextual features (Wu et al., 2022).

We used BLIP3, an image caption model, to gen-
erate a description of the HVG image dataset. As
HVG contains short descriptions of specified re-
gions of images in English and Hindi, we generate
captions of entire image to be fed as additional
information to multimodal context-aware model.
Since our context-aware model expects context dur-
ing the training and evaluation stage, we generated
captions for the entire HVG dataset, including the
evaluation (EV) and Challenge (CH) test sets. The
overview of our multimodal translation system is
depicted in Figure 1.

Two step training strategy is followed, we first
train a strong sentence-level transformer model us-
ing all the training data until convergence, then
the context-aware model is initialized from best
checkpoint and fine-tuned on context-aware data.
We select the best model on the validation data.
Contextual features are encoded using pre-trained
bert-base model released under transformers pack-
age 4.The model incorporates two special tokens:
[CLS], which is added at the beginning of a sen-
tence, and [SEP], which is employed to separate
different sequences. The context is concatenated
with sentences as follows:

xctx = [CLS] surfer on a surfboard rid-
ing a wave in the ocean [SEP] man surf-
ing in ocean [SEP]

Several techniques exist for context integration
(Castilho et al., 2020; Wu et al., 2022; Haq et al.,
2022), we used 1−fixed−sequence on the source
and target side as context. In this approach, a single
previous sentence or external sequence is consid-
ered context for current sentence being translated.
After that Bert encoded features are extracted as
defined in equation 1. Although the context-aware
multi-encoder models are exposed to additional
contextual information, the translation is still per-
formed at sentence level.

C = BERT (xctx) (1)
3https://huggingface.co/Salesforce/

blip-image-captioning-large
4https://github.com/huggingface/transformers
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Figure 1: Overview of multimodal translation system.

Our translation models are based on transformer
architecture with 6 encoder/decoder blocks, 512
embedding input, and 1024 FFN layer dimension
size. Dropout rate is 0.3 for all tasks. We use the
Adam optimizer and 5 × 10−4 learning rate sched-
ule with 4000 warmup steps. Model training was
conducted on two GPUs, with a batch size of 6000
tokens per GPU. Our Transformer implementation
is based on the Fairseq (Ott et al., 2019) toolkit.

4 Results

Our results for EN-HI text-only and multimodal
translation are presented in Table 2.

Modality System BLEU
EV CH

text-only Transformer 40.20 29.20
text-only Transformerbt 42.70 35.90

multimodal Context-awaresrc_tgt 40.60 28.60
multimodal Context-awaresrc 40.60 30.30

Table 2: WMT_WAT2024 Automatic evaluation re-
sults for EN→HI on Evaluation (EV) and Challenge
(CH) test sets. "Transformerbt" denotes NMT model
trained with back-translated data. For multimodal task,
"src_tgt" represents context-aware model with visual
contextual features used on both encoder and decoder
side while src indicates context used only on the en-
coder side.

For text-only translation, the baseline system
(Transformer) obtains BLEU scores of 40.20 on the
evaluation set (EV) and 29.20 on the challenge test
(CH). In contrast, the Transformerbt (Transformer
with back-translated data) system demonstrates im-
proved results, with BLEU scores of 42.70 for EV
and 35.90 for CH. This improvement suggests that
back-translation enhances translation quality by in-
corporating additional synthetic data, which is par-
ticularly advantageous for the challenge set (CH).

In multimodal translation, the context-
awaresrc_tgt approach achieves BLEU scores of
40.60 for EV and 28.60 for CH. Compared with a
text-only restricted baseline, the EV score slightly
exceeds that of the Transformer (40.20), the CH
score is lower, indicating that while the multimodal
context benefits the evaluation set, it does not
consistently improve performance on the challenge
set. Conversely, the context-awaresrc (source
only context) method achieves BLEU scores of
40.60 for EV and 30.30 for CH, showing a modest
improvement for the challenge set compared
to the src_tgt and text-only methods (except
Transformerbt).

5 Discussion

The baseline Transformer model achieves BLEU
scores of 40.20 for the evaluation set (EV)
and 29.20 for the challenge test (CH). The
Transformerbt model shows marked improvement,
with BLEU scores of 42.70 for EV and 35.90 for
CH, highlighting back-translation’s effectiveness in
enhancing performance, particularly in challenging
scenarios.

In multimodal translation, the context-
awaresrc_tgt method, which utilises visual context
on both the encoder and decoder sides, scores
40.60 for EV and 28.60 for CH. It slightly
outperforms the baseline Transformer on EV
but underperforms on CH, suggesting that while
visual context can help in simpler cases, it may
complicate results in more difficult scenarios.

The context-aware src only approach, using vi-
sual context only with the source text, achieves
BLEU scores of 40.60 for EV and 30.30 for CH.
It shows modest improvement over src_tgt for
CH but does not surpass the Transformer + Back-
translation in overall performance. This is obvious
because multimodal translation systems are trained
on constrained resources while Transfomerbt use 8k
additional synthetic parallel sentences for training.
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These findings underscore the value of back-
translation in improving text-only translation, es-
pecially for more challenging tasks. For multi-
modal translation, while visual context can be ben-
eficial, its effectiveness varies with context inte-
gration choice. The results suggest that different
methods may be better suited to different types of
translation challenge, indicating a need for further
research to optimize the use of visual context.

6 Conclusion

Our results have showed that the Transformer with
back-translated data consistently outperforms the
text-only and multimodal systems in both evalua-
tion tasks, demonstrating a significant benefit of
back-translation, particularly for challenging sce-
narios. Our multimodal systems, despite not utiliz-
ing back-translated data, still outperformed the text-
only baseline, highlighting the potential of visual
context in improving translation accuracy. How-
ever, multimodal systems employing visual context
on both the encoder and decoder sides do not ex-
hibit a clear advantage over the text-only model or
other multimodal approaches. Notably, the multi-
modal method shows diminished effectiveness for
the challenge test (CH), suggesting that while addi-
tional visual context may enhance performance in
certain cases, it can also introduce complexities that
potentially undermine translation accuracy. These
findings highlight the need for further investigation
into optimizing the integration of visual context to
improve translation outcomes across varying task
difficulties.
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