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Abstract

This paper presents SETU-ADAPT’s submis-
sions to the WMT 2024 Biomedical Shared
Task, where we participated for the lan-
guage pairs English-to-French and English-to-
German. Our approach focused on fine-tuning
Large Language Models (LLMs), using in-
domain and synthetic data, employing different
data retrieval strategies. We introduce a novel
MT framework, involving three autonomous
agents: a Translator Agent, an Evaluator Agent
and a Reviewer Agent. We present our findings
and report the quality of the outputs.

1 Introduction

Translating texts in the biomedical domain presents
unique challenges that sets it apart from general do-
main translation tasks. The domain is characterised
by the use of specialised terminology, fixed expres-
sions and relative data scarcity. In recent times,
LLMs (Brown et al., 2020; Przystupa and Abdul-
Mageed, 2019) have become the go-to systems for
building Machine Translation (MT) systems, due
to their impressive performance in generating accu-
rate translations across diverse domains. Precisely,
the ability to fine-tune these models on new data,
adapting them to the specialised terminology used
in the biomedical domains, makes them particularly
suitable for our task.

In our experiments, we built our MT systems us-
ing Llama-3 (Dubey et al., 2024) and No Language
Left Behind (NLLB) (Costa-jussà et al., 2022),
based on the high performance reported in their
relevant publications. We further design and de-
velop strategies to address data scarcity and im-
prove the quality of the outputs. Our first approach

*Both authors are equal contributors to this work.

involves back-translation (Xu et al., 2019), where
we leverage monolingual data and translate them
back into the source language, thus generating syn-
thetic data to be combined with the original dataset.
This approach is widely recognized as an effective
method to overcome the challenges caused by the
translation of low-resource languages and specific
domains. Another data augmentation method that
we adopt is based on terminology-aware mining
(Haque et al., 2020), where we extract a terminol-
ogy list from our training data and use it to mine
semantically similar sentences from the general
domain corpus. We further experimented using
few-shot prompting, where we provided the model
with a few translation samples retrieved through
semantic search based on the source sentence. Fi-
nally, we propose an innovative MT system pow-
ered by GPT-4o (OpenAI et al., 2024) that employs
an agentic workflow (Wang et al., 2024). This sys-
tem follows a collaborative framework, where three
LLM-based agents work together autonomously to
produce translations.

The paper is organised as follows. We present an
overview of our proposed systems in Section 3. We
describe our datasets and our data augmentation
strategies in Section 4 and Section 5. We introduce
our last system, involving LLM-based autonomous
agents in Section 6. We present the results of our
evaluation in Section 7 and draw our conclusions
in Section 8.

2 Related Work

The main difficulties found in biomedical MT have
been the highly specialised domain, the lack of
relevant data, and the importance of using the cor-
rect terminology. To address the issues caused by
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domain-specific terminology, Choi et al. (2022)
adopted a soft-constrained translation approach,
where terminology constraints retrieved from the
training corpus are provided to the MT system as
a suggestion rather than a hard constraint. Soft-
constrained decoding appears to be a promising
solution to drive the systems to include the neces-
sary terminology in the output while preserving the
model’s fluency and flexibility in the translation.

Ballier et al. (2022) trained different systems on
a selection of texts from WMT, Khresmoi (Dušek
et al., 2017) and UFAL (Bojar et al., 2017) datasets,
comparing the results. Interestingly, they find that
mBART-50 (Tang et al., 2021), despite producing
fluent grammatical sentences, fails at translating
consistently domain-specific terminology. Their
study suggests that this well-known model may not
be adequate for the task of biomedical translation,
especially in the context of translating biomedi-
cal abstracts where its small context window may
cause inaccurate translations.

Manchanda and Bhagwat (2022) confirms previ-
ous studies that showed how fine-tuning any model
from a general domain to a specialised one, as is the
case with clinical and biomedical texts, improves
the translation quality in most cases. Their study
introduces a novel approach, based on combining
general-purpose and domain-specific datasets for
fine-tuning while applying a higher learning rate to
the general domain data. Their experiments demon-
strate how this combined fine-tuning approach may
improve translation quality in both domains.

In the last few years, we have seen a general
surge of LLMs applied to MT (Hendy et al., 2023;
He et al., 2024). Several studies have been con-
ducted with a high degree of success on the appli-
cation of LLMs for the translation of biomedical
texts. The first study of this sort was published by
Han et al. (2022), where they compare MT mod-
els of different sizes to investigate the applicability
of Kaplan’s scaling laws (Kaplan et al., 2020) in
biomedical translation. Their findings confirmed
that larger general-purpose models consistently out-
perform smaller models, even when the latter are
fine-tuned on domain-specific data. Interestingly,
the performance gap narrows significantly when
the training data for smaller models is meticulously
curated, bringing their efficacy close to that of the
NLLB model. The efficacy of LLMs in translating
biomedical data is further confirmed by several re-
cent studies (Jahan et al., 2024; Keles et al., 2024;

García-Ferrero et al., 2024).
Finally, we underline one of the latest research

directions in the study of LLMs: multi-agentic
workflows. Agents are instances of LLMs, each
with a tailored system prompt that defines their
behaviour, adhering to specific criteria and output
requirements. Usually, agents also have access
to external features, such as memory mechanism
(Zhang et al., 2024), retrieval-augmented gener-
ation (Gao et al., 2024), and tool use (Qu et al.,
2024). In the experiment conducted by Liang et al.
(2024), the authors exemplify this approach with
a novel translation framework called Multi-Agent
Debate (MAD). Their system is based on a guided
interaction between multiple agents who engage in
a debate to determine the most effective translation
for a given source text. A designated judge agent
oversees this process and ultimately decides on the
final solution. This iterative strategy allows succes-
sive agents to refine the initial translation hypoth-
esis, progressively improving translation quality.
They achieve good performance with the models
gpt-3.5-turbo and gpt-4 (Brown et al., 2020).

3 Systems Overview

We submit five MT systems for evaluation, each
employing different approaches to biomedical
translation. These systems range from traditional
fine-tuning on in-domain data to various data aug-
mentation approaches and the use of LLMs, prompt
engineering, and multi-agent workflows.

Table 1 provides an overview of the five systems
submitted for evaluation. System 1 utilizes the
NLLB model fine-tuned with terminology mining
techniques, applied in both directions (see §5.1).
System 2 also uses NLLB, but we fine-tune it on
both in-domain and synthetic data. For this sys-
tem, we augmented the training data with an ad-
ditional 5,000 backtranslated sentences to address
data scarcity (see §5.2). System 3 uses a combina-
tion of agents powered by NLLB and GPT, who
are tasked with post-editing and refining the NLLB
outputs to make them more fluent and effective.
For System 4, we select the smallest checkpoint
of the most recent models developed by Meta AI,
called LLama-3-8B (Dubey et al., 2024). This sys-
tem uses parameter-efficient fine-tuning on the in-
domain data, and the output is improved with three
fuzzy matches prepended to the prompt. Finally,
our last submission, System 5 uses a multi-agent
crew powered by GPT4-o (OpenAI et al., 2024).
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System Model In-Domain FT Backtranslation Terminology Mining Agents FSP
1 NLLB ✓ ✓
2 NLLB ✓ ✓
3 NLLB ✓ ✓
4 LLama-3 ✓ ✓
5 GPT-4o ✓ ✓

Table 1: Overview of our submitted systems. The checkmark (✓) indicates the presence of a feature. FSP stands for
Few-Shot Prompting.

The multi-agents workflow is described in depth in
the relevant section (see §6).

4 Dataset Selection

In this section, we describe the composition of the
datasets used for our experiments. We curated a
selection of parallel sentences from the corpora
provided by the shared task organisers, including
part of the Biomedical Translation repository and
the UFAL Medical1 corpus. This resulted in two
datasets: 11,190 parallel sentences for English-
German and 13,032 for English-French. We inves-
tigated synthetically increasing the training data by
employing different data augmentation techniques
for the English-to-German language pair. We pro-
vide an overview of the dataset selection in Table 2.

Dataset EN-DE EN-FR
Original 11,190 13,032
+ Term. Mining 14,583 NA
+ Backtranslation 16,190 NA

Table 2: Overview of datasets.

5 Data Augmentation

In this section, we describe the different approaches
we have used to augment the datasets used for our
MT systems. We adopt back-translation, terminol-
ogy mining, and fuzzy matches.

5.1 Terminology Mining

We perform terminology mining on English-to-
German language pairs. We extract biomedi-
cal terms from the training data using the pre-
trained named entity recognition (NER) model
d4data/biomedical-ner-all. This model is de-
signed to identify biomedical entities within the
text, such as diseases, disorders, and therapeutic

1https://ufal.mff.cuni.cz/ufal_medical_corpus

procedures, providing a confidence score and the
specific unit being identified. The implementation
utilises the pipeline function from the Hugging
Face Transformers2 library (Wolf et al., 2020), con-
figured for the task of token classification.

First, the NER model iterates over every term
in the dataset, obtaining a list of identified entities.
We then filter them, collecting only those labeled
as B-Disease-disorder or B-Therapeutic-procedure,
provided that the model’s confidence score for the
entity exceeds 0.98 and the length of the identified
word is greater than five characters. Entities meet-
ing these criteria are then printed for verification
and appended to the list of extracted terms. This ap-
proach ensures that only relevant biomedical terms
are extracted from the dataset, focusing specifically
on diseases, disorders, and therapeutic procedures.
The terminology mining process yielded a total of
14 biomedical terms, that we used to collect 3,393
sentences containing at least one biomedical term.

5.2 Backtranslation

We adopt back-translation for the English-German
language pair, to address data scarcity with semanti-
cally similar sentences, extracted with a pre-trained
sentence embedding model, and then backtrans-
lated with NLLB. We initially filter the EMEA
monolingual dataset (Calzolari et al., 2012), select-
ing only sentences that exceed 100 characters in
length, and further limit our selection to the first
1,000 entries for easier processing. We encode the
text data using the pre-trained sentence embedding
model multi-qa-mpnet-base-dot-v1 from the
Sentence-Transformers library. The sentence em-
beddings are stored as a new column in the dataset,
on which we perform semantic search, using FAISS
index (Douze et al., 2024) for more efficient compu-
tation. The index is then queried to retrieve the top
5 most similar samples from the original dataset.
We collect a total of 5,000 sentences, aggregated

2https://github.com/huggingface/transformers
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and sorted by similarity scores in descending order.
This methodology enables the efficient retrieval

of contextually relevant sentences from large
datasets. We make use of the resulting sentences,
backtranslating them to English using the baseline
NLLB-200-600M and leading to the creation of a
synthetic dataset, that is in the same domain. The
synthetic dataset is added to the original dataset to
fine-tune the baseline model.

5.3 Fuzzy Matches

Fuzzy matches are human translated segments,
stored in parallel datasets. Drawing on find-
ings from Moslem et al. (2023), we incorporate
semantically-similar fuzzy matches in a three-shot
prompting scenario. This approach leverages the
model’s in-context learning ability (Brown et al.,
2020) to further improve the quality of the MT
outputs. A wide range of academic literature has
demonstrated that incorporating fuzzy matches in a
few-shot scenario may improve the model’s under-
standing of domain-specific terminology and fixed
expressions (Castaldo and Monti, 2024; Moslem
et al., 2022; Knowles et al., 2018).

To extract fuzzy matches, we employ semantic
search on sentence embeddings generated by the
all-MiniLM-L6-v2 model. The embeddings are
stored in a flat index created with the FAISS3 li-
brary, from which we retrieve the three most similar
sentences. After extracting the fuzzy matches for
our input sentence, we prepend them to a minimal-
ist prompt that directly maps the source language to
the target language. We incorporate fuzzy matches
in System 4 and 5, achieving substantial improve-
ments over the zero-shot baseline. We present
an overview of the prompt templates used in this
study in Table 3, with the following annotations: ♦

shows the presence of a line break, [src] stands for
source language, [tgt] stands for target language,
and [input] stands for the text to be translated.

Prompt Type Template

Zero-Shot [src]: [input] ♦ [tgt]:
Few-Shots [src]: [source1] ♦ [tgt]: [target1]

♦ ... [src]: [sourcek] ♦ [tgt]:
[targetk] ♦ [src]: [input] ♦ [tgt]:

Table 3: Overview of the prompt templates used in this
study.

3https://github.com/facebookresearch/faiss

6 Multi-Agents Workflow

We design a team composed of three autonomous
agents that collaborate to simulate a translation
agency with the goal of refining an initial transla-
tion hypothesis from multiple perspectives. The
process begins with the creation of our agent crew,
using the CrewAI library4.

The first agent, the Translator Agent, is tasked
with translating a given sentence. Following this,
the Evaluator Agent assesses the translation based
on fluency and accuracy. This assessment is quan-
tified with a numerical quality metric that ranges
from 0 to 100, where 100 signifies a translation that
is both perfectly fluent and accurate.

If the translation receives a score below 80, the
Reviewer Agent intervenes to review the initial
hypothesis, aiming to improve its accuracy. This
iterative process repeats until the Evaluator Agent
awards a quality score greater than 80, indicat-
ing a successful translation. We provide the ref-
erence code used for this experiment in the relevant
GitHub repository.5

7 Evaluation

This section discusses the results that we obtained
from our experiments. Table 4 shows the results
obtained by evaluating our models on the vali-
dation set, using BLEU (Papineni et al., 2002),
ChrF (Popović, 2015) and the COMET model
wmt22-comet-da (Rei et al., 2022a). Our quality
estimation is based on the reference-free COMET
model wmt22-cometkiwi-da (Rei et al., 2022b).
Our systems achieve good results for both language
pairs, and the data augmentation approaches visibly
improve the translation outputs, as documented in
the evaluation of Systems 1, 2 and 3. Terminology
mining seems particularly effective, improving the
BLEU score of our first system significantly above
the others.

In order to confirm the results of our automatic
evaluation and to allow for a more precise compar-
ison of the different systems used for the primary
language pair of our study, we include a manual
evaluation on a small sample of translations, con-
ducted by two professional translators in the EN-
DE language pair, for which we adopt the MQM-
DQF framework (Burchardt, 2013; Lommel and

4https://github.com/crewAIInc/crewAI
5https://github.com/Ancastal/

biomedical-wmt-agents
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Melby, 2018).
The results of the MQM evaluation reveal that

System 5 produces the fewest overall errors, with
the majority of these errors falling under the Flu-
ency category. In contrast, the other systems exhibit
a higher concentration of errors in the Accuracy
category. In System 1, where Terminology Mining
was applied, fewer terminology-related errors were
detected, further confirming the effectiveness of
this strategy. Additionally, we find that in System
3 the involvement of GPT-4o agents in post-editing
led to a reduction in accuracy-related errors.

System BLEU ChrF COMET QE
English-to-German

Baseline 2.97 26.01 70.09 0.62
System 1 25.29 60.13 79.50 0.58
System 2 23.80 58.89 78.33 0.56
System 3 23.97 59.22 78.93 0.63
System 4 22.95 58.90 84.32 0.73
System 5 25.24 63.01 86.13 0.77

English-to-French
System 3 29.18 57.01 75.70 0.65

Table 4: Experiment Results for Different Systems

8 Conclusions

This study presents the approaches we have
adopted to address the challenges caused by
biomedical translation, specifically the need for
consistent translation of domain-specific terminol-
ogy and the lack of in-domain parallel data.

By adopting data augmentation techniques, we
found that our models improved consistently in
translating biomedical terminology, achieving bet-
ter results in our evaluation. Terminology mining
proved particularly effective, resulting in our best
overall submission. We also explored the use of
backtranslation, but we found that its effectiveness
may be limited in fine-tuning LLMs. We speculate
that it may require a different ratio of original to
synthetic data used during training, or a different
weighting. Our experiments with fuzzy matches
demonstrated the potential to use in-context learn-
ing to improve MT quality and adapt LLMs to
domain-specific terminology.

Finally, we introduced a novel MT workflow
based on the collaboration of three autonomous
LLM-based agents. This approach offers an inno-
vative way to refine an initial translation hypothesis
from multiple perspectives, potentially leading to

more accurate outputs.

9 Limitations

We acknowledge that several aspects of our study
have room for improvement. First, the evaluation
was conducted on a relatively small dataset of 50
biomedical abstracts, limiting the objectivity of the
results. Second, while data augmentation helped
improve performance, the training data could be
expanded by incorporating larger corpora and po-
tentially leading to better quality. Additionally, the
models employed in this study may not represent
the best performing MT systems by the time of pub-
lication, requiring further experiments with more
recent models to validate our findings. Finally,
manual evaluation was only conducted for a single
language pair, limiting the scope of our analysis.
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