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Abstract

FLORES is a benchmark dataset designed for
evaluating machine translation systems, partic-
ularly for low-resource languages. This paper,
conducted as a part of Open Language Data Ini-
tiative (OLDI) shared task, presents our contri-
bution to expanding the FLORES dataset with
high-quality translations from Russian to Tu-
van, an endangered Turkic language. Our ap-
proach combined the linguistic expertise of na-
tive speakers to ensure both accuracy and cul-
tural relevance in the translations. This project
represents a significant step forward in support-
ing Tuvan as a low-resource language in the
realm of natural language processing (NLP)
and machine translation (MT).

1 Introduction

Tuvan is a Turkic language, written using the Cyril-
lic alphabet and spoken by approximately 258,000
people (as of 2020), according to Ethnologue (2024).
It is one of two official languages, along with Rus-
sian, of the Republic of Tuva, which is located in
South Central Siberia, Russia. Despite its histor-
ical and cultural significance, Tuvan is classified
as vulnerable by UNESCO, making it a critical tar-
get for preservation and technological integration.
The FLORES (Goyal et al., 2022), spearheaded by
Meta, aims to enhance machine translation systems
by providing high-quality, controlled datasets for
under-resourced languages for evaluation purposes.
This paper, as a part of OLDI shared task (Initia-
tive, 2024b), details our efforts to contribute to this
dataset by providing translations from Russian to
Tuvan.

2 Related work

It is essential to provide a brief overview of the
FLORES (Goyal et al., 2022) dataset for those un-
familiar with this resource. The FLORES dataset,
introduced by Goyal et al. (2022), is a benchmark
for evaluating machine translation models on low-
resource languages, which was translated to over
200 languages. It is comprised of two sets: the
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dev set contains 997 sentences and the devtest set
includes 1012 sentences, that were sampled from
Wikinews, Wikijunior and Wikivoyage. FLORES
dataset is crucial in advancing NLP for languages
like Tuvan by providing benchmark specifically
designed to evaluate machine translation systems
across a wide variety of languages. The NLLB
project (NLLB Team et al., 2022) further exem-
plifies efforts to scale human-centered machine
translation across diverse languages.

3 Language overview

3.1 Handling dialectal differences

As the Republic of Tuva is a federal subject of
Russia, the majority of the population is bilingual,
speaking both Russian and Tuvan. For that reason,
Tuvan translators relied on the FLORES dataset in
Russian when developing one in Tuvan. During
the translation process, any variations in interpre-
tation due to dialectal differences were resolved
by defaulting to the Central dialect’s interpretation.
This approach ensured uniformity and consistency
across the dataset, which is crucial for training
machine translation models that need to generalize
well across different contexts.

The language is taught in schools optionally,
but one can get a higher education in the Tuvan
language and Literature in one of the universities of
the Republic. Although the number of youth that
speaks the language fluently decreases, it is still
widely used both in cities and rural areas.

3.2 Linguistic challenges

Tuvan is characterized by its complex phonological
and grammatical structures, including vowel har-
mony and extensive use of suffixes. These features
posed challenges in translation, particularly in en-
suring that the meaning and tone of the original
Russian texts were accurately conveyed in Tuvan.
However, since our work was limited to written
form, we did not address challenges related to vocal
translation or spoken dialects.
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4 Data collection

4.1 Expertise of translators

Our translation team for the FLORES dataset was
led by four native Tuvan speakers who are also pro-
ficient in Russian. The team included professional
linguists and language enthusiasts with formal ed-
ucation in the Tuvan language. Although Tuvan
language education is currently facultative, several
of our translators had attended schools where Tu-
van was the primary medium of instruction. This
deep linguistic knowledge was crucial in ensuring
that translations were not only accurate but also
culturally relevant and sensitive. The following
team of translators put their utmost effort to make
the FLORES dataset available in Tuvan.

* Mongush Salim (Monrym Camim)

* Oorzhak Lyudmila (Oopxaxk Jliogmria)

* Ongai-ool Choduraa (OHraii-oon Yoaypaa)
» Kuzhuget Ali (Kyxyrer Amm)

4.2 Translation guidelines and training

Before beginning the translation tasks, all transla-
tors were provided with comprehensive guidelines,
prepared in Russian, detailing the translation pro-
cess. These guidelines, which are included in
Appendix A, covered key aspects such as:

1. Maintaining the tone and style of the original
text.

2. Handling idiomatic expressions and culturally
specific references.

3. Ensuring pragmatic accuracy, including the
correct use of pronouns and proper nouns.

Translators were instructed to adhere strictly to
these guidelines in order to ensure a high level of
consistency and quality across the entire dataset.

4.3 Managing the translation workflow

The translation process was managed using a
Telegram group, where tasks were assigned, and
progress was tracked using project management
tools. This system allowed for effective coordi-
nation among the translators and ensured that the
project stayed on schedule. It is worth pointing
out that the workflow included multiple rounds of
review and feedback among the translators to check
one another and refine the translations further.

5 Experimental validation

5.1 Contribution to the evaluation of
translation models

Our work makes a significant impact on the evalua-
tion part of the Tuvan translation models by creating
a reliable benchmark for this task. As for the cur-
rent model of September 2024 developed by our
team, it was trained on the existing Tuvan-Russian
corpus, which consisted of approximately 200,000
pairs (Kuzhuget and Choigan, 2024) of translations
sourced mainly from Wikipedia and other early
Tuvan language projects (Kuzhuget et al., 2023).
By contributing to the FLORES (Goyal et al., 2022)
dataset, we have provided a more structured and
high-quality resource, developed and checked by
professionals, that is better suited for evaluating
machine translation models.

The new dataset allowed us to run experiments
to compare the quality of the existing translation
models, available in Tuvan (Claude Sonnet 3.5,
Google Translate v2 API, tyvan.ru). The results of
these experiments are demonstrated on the Table 1.

Claude Sonnet 3.5 shows the highest performance
overall, with BLEU scores of 35.65 and 33.04 for
the Tyv-Rus translation in dev and devtest, respec-
tively. The ChrF2++ scores are also the highest,
reflecting good contextual understanding of this
model. Google Translate v2 performs well, partic-
ularly with Tyv-Rus, achieving a BLEU score of
around 28 in both datasets with ChrF2++ scores
being also strong. The tyvan.ru model tends to
have lower scores and lags behind the two above
mentioned models.

Model Dataset Tyv-Rus Rus-Tyv
BLEU ChrF++ | BLEU ChrF+
vanu dev | 1694 4394 | 13.12 4592
devtest | 1641  43.09 | 1335  46.11
Google Transhaie vz | 9V | 2978 5460|1430 45,50
devtest | 27.16  52.87 | 1558  46.18
dev | 35.65 59.65 | 1667 4845
Claude Sonnet 3.5 |y ies | 33.04 5741 | 1709 49.08

Table 1: Scores of Russian-Tuvan translation models on
the FLORES dataset.

5.2 Manual evaluation of machine translation
with the FLORES dataset

Objective

The objective of the manual evaluation on the FLO-
RES dataset is to evaluate and compare the per-
ceived translation adequacy of three translation
services: Google Translate v2, Claude Sonnet 3.5,
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and tyvan.ru. For that purpose we asked five Tuvan
native speakers (annotators) to assess the quality of
the translations for adequacy by giving scores on a
scale of 1 to 5, the higher the better.

Data

31 sentences were translated from Russian to Tuvan
using the above mentioned services. The data was
taken from two sets of FLORES dataset:

¢ dev set: First 16 sentences from the dev set

* devtest set: Last 15 sentences from the devtest

set

Annotators were given a table with the first column
containing sentences in Russian and three other
columns containing translated sentences to Tuvan
by the services, they had no information of the
service that provided the translation to make the
evaluation unbiased.

Results

Google Translate v2
* Median score: ~ 4
* Distribution: Skewed toward higher scores
(4-5), with some variability and occasional
lower ratings.
Claude Sonnet 3.5
* Median score: ~ 4
* Distribution: Consistently high (3-5), with
some sentences receiving lower scores (down
to 2).
tyvan.ru
* Median score: ~ 3 — 4
* Distribution: Most variability, with a wider
range of scores (1-5). This service had the
most mixed feedback, with some high and
many low ratings.

Key Insights

Google Translate v2 and Claude Sonnet 3.5 per-
formed relatively well, with consistent high scores.
tyvan.ru showed more variability in performance,
reflecting either inconsistent translation quality or
differences in how annotators perceived adequacy.

Visuals

Box plots (Figure 1) were used to compare the
distribution of scores across services in both dev
and devtest sets. A histogram (Figure 2) illustrated
the overall distribution of scores for each service,
with distinct colors for easy comparison (yellow for
Google Translate v2, blue for Claude Sonnet 3.5,

red for tyvan.ru). This experiment highlights differ-
ences in translation quality as perceived by human
annotators, showing that while Google Translate
v2 and Claude Sonnet 3.5 generally perform well,
tyvan.ru’s performance was less consistent across
annotators.

Direct assessment adequacy scores per Annotator on dev set
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Figure 2: Perceived translation score distribution by
Service

6 Data sample

As far as the the FLORES dataset in Tuvan is
concerned, it has the following characteristics:

* dev set: 997 sentences, 18.26 average number

of words in a sentence;

* devtest set: 1012 sentences, 18.44 average

number of words in a sentence.

A table 2 showcases the examples of translated
sentences from Russian to Tuvan. English trans-
lations were provided as examples so that English
speakers could understand the general meaning of
these sentences. But it is important to highlight
that our translators were based only on the Russian
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No.

English source

Russian translation

Tuvan translation

Tokyo will be the only city in Asia to
have hosted the Summer Olympics
twice.

Tokuo  craHeT  €AUHCTBEHHBIM
ropogoM A3uM, KOTOPHIA ABaXIbl
npuHUMan JetHue OnuMIMACKUe

Toxkuo A3zusra 4airsl OJMMIIHILKHA
OIOHHApHbl MM KaTal 3pTTHPreH
YaHrbIC X00pail 00y apTTHII Kaap.

UTPBL.
2 There were no reports of serious | U3 Tonra He noctynuio | Touragan UIBIHTbIbI
damage or casualties in Tonga, but | cooOGreHuit o CEphE3HbIX | YPErId3IIKUHHED assl
there was a temporary power outage, | pa3pyIIeHHsIX WIH O TOCTPaJaBIINX, | KorapaaHHap QyraibiHAA Megd37ep
which reportedly prevented the au- | HO MIPOU30IILIO BpPEMEHHOE | KeJ099H, BIHYAN3a-Jaa dJEKTpU
thorities from receiving the tsunami | OTKJIIOYEHHE 3JEKTPOCHAOXKEHWS, | XaHABIPHUITa3bl TYp Kaja Xxke
warning sent by the Pacific Tsunami | 4to, 0O wuMeOIIUMCs AaHHBIM, | OepreH, oI dYyyl, amrel yene
Warning Center (PTWC). He mo3BOoMWIO Biactsam Tonra | 6ap  memdaniep-Owne,  IlyHamu
TMOJTyYUTh MpeynpekAeHHe | AbIHHAIBIP O00XyM-OKeaHIbl
o LIyHaMH, MOCJIAaHHOE | TOeNTeH (PTWC) LIyHaM#
TuxookeaHCKUM HEHTPOM | AyraiblHAA JbIHHAABITHBl  AJIBIP
MpefynpekJeHuss O  IlyHamu | apraHbl  TOHraHelH ~ Ya3aaHra

(PTWC). 6ep033H Homyn Typap.

3 The percentage of people with | OgHako, mpoueHT Jomeit ¢ | TyOGepkyne3 aapbir OenykTe Xou
multidrug-resistant tuberculosis in | TyOepkyn1€30M € MHOXECTBEHHOH | CaHHBIIT SMHEp-OWJie SMHETTUHMEC
the overall group of tuberculosis pa- | JlekapcTBEHHOH  YCTOHUYMBOCTBIO | TyOEpKyIe3Tyr KIKWIEPHUH Xyy3y
tients still appears low; 6000 out of | B mesoif  rpymme  OGOJBHBIX | aM-[jaa BIIII BILIKALI CATBIHIBIPAD;
330,000 infected in South Africa. TyOepkyne3oM Bce emie Kaxercst | amrsl yeae FOAP-ma aapeir 330 000

Hu3kuM; 6000 or oOmiero uyucia | KWKWUHMH HUMTH caHbiHAaH 6000
330 000 3apaxennbix B IOAP. KIKU.

4 In Japan, the first celebrations of | B flmoHuu nepssle mpasgHoBaHUA | SIMOHUATAa Cakypa YacTBIPHIHBIH
cherry blossom viewing were ar- | HBeTEHHsI CaKypbl YCTPauMBAIMCh | OalITairbl GaibIpianaapbH
ranged by the emperor only for him- | ummepaTopom TONMbKO JUIsi ceOs1 M | MUMIIEPATOPHYH 4ynie OomyHra
self and other members of the aris- | Apyrux 94ieHOB apuCTOKpaTHM MpW | Oojraml MMIIEPaTOPHYH YaHBIHAA
tocracy. KMIIEPaTOPCKOM JBOpE. ocKke-1aa apUCTOKPATYHI

KeXUT'YHHEpre 9311 SPTTHPUI
Typras.
5 The airlines offering these services | ABuakommnanuy, npejiaraiomue | On aybl-Ay3aHbl 4YeAUPUN Typap

include: Air Canada, Delta Air
Lines, Lufthansa - for flights depart-
ing from the USA or Canada, and
Westlet.

atH ycuyru Brmovaiot: Air Canada,
Delta Air Lines, Lufthansa — mis
peiicoB, ornpasisionuxcs uz CIIA
nmi Kanazel, 1 WestJet.

aBrakommnanusiiapxke Air Canada,
Delta Air Lines, Lufthansa -
AKIII-tan a3wl Kanamagan vopyn
Typap peiictepre, 6a3a WestJet onap
XaMaapKbIp.

Table 2: Examples of translated sentences from English to Russian and Tuvan.
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FLORES dataset and did not consider the English
part during the development of the FLORES in
Tuvan.

7 tyvan.ru and language preservation

The development of a Tuvan Al translator has been
instrumental in preserving and revitalizing the Tu-
van language, classified as endangered by UNESCO.
Born out of a personal commitment to language
preservation, the project began as a response to
the lack of online translation resources for Tuvan.
The initiative gained momentum with contributions
from David Dale, who recognized the urgent need
for language preservation during his work on the
Erzya language (Dale, 2022), and Ali Kuzhuget,
who has spent over a decade developing Tuvan
language resources (Kuzhuget and Choigan, 2024),
including dictionaries, keyboards, and translations
of major platforms.

tyvan.ru serves as the online hub for these efforts,
offering a range of Tuvan language tools, including
the Al translator. Since its launch, the translator
has been used by over 80,000 individuals, show-
casing the growing interest in and need for Tuvan
language resources. The project also extends its im-
pact through the "One Code - Different Languages"
volunteer initiative, which supports other vulnera-
ble low-resource languages, such as Bashkir, Tatar,
Chuvash, and Mari.

8 Limitations

The main challenge that occurs when dealing with
low-resource languages like Tuvan is the small
number of professionals, who could correctly trans-
late to a low-resource language, abiding by all the
grammar rules and nuances of the language. This
results in a rather long translation process. Another
project we are engaged in is the Seed (Maillard
et al., 2023) project in Tuvan. One of the key
limitations we faced in the second project is the
lack of Tuvan speakers who are bilingual in any
language other than Russian. Due to the historical
context of Tuvans being part of the Soviet Union
and Russia, Tuvan speakers typically only speak
Russian in addition to Tuvan. Consequently, our
extended research group is required to translate the
Seed dataset from English to Russian first, and then
from Russian to Tuvan. This two-step translation
process introduces additional complexity and poten-
tial for translation inaccuracies, but it is a necessary
approach given the linguistic resources available.

9 Conclusion

Our contribution to the FLORES dataset (Goyal
et al., 2022) represents a significant step forward in
supporting Tuvan as a low-resource language in the
field of natural language processing. By focusing on
the Central dialect and leveraging human expertise,
we have created a high-quality resource that will aid
in the development of more accurate and culturally
sensitive machine translation systems.

In addition, we are currently in the process of
translating the Seed (Maillard et al., 2023) dataset
from English to Russian, and subsequently from
Russian to Tuvan. This effort further enhances the
resources available for Tuvan, contributing to the
development of multilingual datasets and promoting
the digital presence of the language.

This work not only enhances the digital presence
of the Tuvan language but also contributes to its
preservation and promotion.
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A Appendix. Translation guidelines

These guidelines were adapted and translated to
Russian for the team of translators based on the
OLDI translation guidelines (Initiative, 2024a).

Version 1.01
Author: Kyxyrer A.A
Date: 2 mapra 2024 r.

A.1 BaxxnHoe npuMmeuyaHue:

Bamm mnepeBombl OygyT HMCHONBb30BATHCS AJIS
OOy4YeHHs] WIM OIEHKM MIBWKKOB MAIIMHHOTO
nepesoga.  I[loaTomMy S3TOT mpoekT Tpedyer
4eJIOBEUECKOro IIepeBoa.

A.2 OO0mue peKoMeH1aIuu:

1. KoHurekcr: Bel  Oymere mnepeBOOUTH
NpeIOKEHUsT W3 PasHbIX HCTOYHHUKOB.
B HekoTopwIX clydadx MOXeT OBbITh
MpedoCTaBlieHa CChUIKA HA  UCXOJHBII
JOKYMEHT, 4TOObl JaTh Bam OOJIbIIE
KOHTeKcTa. Ecii oHa JocTymHa, MoKamyicTa,
00paTuTECh K HEW.

2. Enununel usmepenusi:  He mnepeBogute
eIMHUIILI u3MepeHus. [lepeBoanTe X TOYHO
TaK, KaK yKa3aHO B UICXOJHOM COJEPKAHUU.

3. CoxpaHeHue TOHa: Ilpu nepeBone
COXpaHsIATe TOH, UCIIONb3YEMBIIl B UCXOAHOM
JoKyMeHTe. Hampumep, SHITUKIONEe TUIECKUT
KOHTEHT W3 UCTOYHMKOB Bpojae Bukunenuu
JIOJDKEH TEePEBOAUTHCS C HUCIIOIL30BAHUEM
¢popMabLHOro TOHA.

4. IlnaBHOCTh MeEpeBoaa: IIpenocraBasgiite
TIJIaBHbIE TIEPEBODI, HE OTKJIOHSACH CIUIIKOM
CUJIBHO OT CTPYKTYPBl HUCXOTHOTO TEKCTa.
HormyckamoTcst TOJIBKO HEOOXOIUMEIE
W3MEHEHUS.

5. Tounocts: He pacmmpsiite nim He 3aMeHsTe
MH(pOPMALIMIO 10 CPABHEHUIO C TEM, 4YTO
MPUCYTCTBYET B WCXOAHBIX JOKYMEHTaXx.
He noOasngiite HUKAKOI MOSACHSIOLIENA WA
CKOOOYHOI MH(pOPMALIUY, ONIPE/ICTICHUI U T. 1.

6. INonHoTa nepeBona: He urnopupyiite mo6oi
3HAYUMBIil TEKCT, KOTOPBIiA ObLT B UICXOJIHUKE.

7. Beibop mepeBoma: B ciayuae HecKOJIBKUX
BO3MOXHBIX  TEPEBOJIOB, MOXKaTyHCTA,
BBIOEPUTE TOT, KOTOPBIA UMeET HAUOOJIbIINI
CMBbIC/T (HampuMmep, [l COOTBETCTBUS
TeHJepy, KYJIbTYPHOH aJanTalliy Ha I[eIEBOM
SI3bIKE, YPOBHS (POPMATBHOCTHU U T.[.).

A.3 HmeHoBaHHBIE CYITHOCTH:

HNmeHoBaHHBIE CYIIHOCTH - 3TO JIIOAW, MECTa,
opraHusalua 4 T.Q., KOTOpblE  OOBIUHO
YIOMHHAIOTCS C UCTIOIBb30BAaHUEM COOCTBEHHOTO
UMEHU. ITOT pa3jell COAEepPKUT PeKOMEHIAluu
0 TOM, Kak oOpalatbCsa ¢ WMEHOBAaHHBIMU
CYIIHOCTSIMHU:
1. OGenpunsThie Ha3Bauus: Eciu B 1ie1eBomM
SI3BIKE CYIIECTBYET OOIIENPUHATOE Ha3BaHUE
JUTSI UMEHOBAHHOU CYITHOCTH, UCIIONb3YUTE

ero.
2. Tpanciurepaums:  Eciam  obmenpuHsaToe
Ha3BaHUE  OTCYTCTBYET, UCTIONb3YHTE

TPaHCIUTEPAIIMI0 OPUTUHATIBHOTO TEPMUHA,
€CJIM 3TO BO3MOXHO. Ecnm TpaHcimTepanus
He Oy/IeT IIMPOKO IMOHSITA B KOHTEKCTE, BbI
MOXETe COXPaHNUTh OPUTUHAJIBHBIN TEPMUH.

A4 MHamomarnyeckne BbIPAKEHHS:

Nnnomarnyeckue
NIEPEBOJUTHCS
SKBUBAJIEHTHYIO

BBIPAXKEHUSA HE  JIOJIKHBI
JOCJIOBHO. Hcnons3yitte

HUIAOMY, €CJIM  TaKoBas
CYLIECTBYET. Ecnmu >skBUBaJIeHTHasg wuauoma
OTCYTCTBYET, HCIIOJIb3YWUTE HOUOMY CXOKEIO
cMbicia. EcaM B 1I€JIEBOM A3BIKE HE CYLIECTBYET
MMOXOKUX BBHIPKEHUM, Tepedpasupyite UANOMy
TaK, YTOOBI 3HAUEHHE OBUIO COXPAHEHO Ha IIeJIEBOM
S3BIKE.

A.5 Heogno3naunble MECTOMMEHHUS:

Korna nepeBopumoe MecTOMMEHHE SBJSETCS
HEOJHO3HAYHBIM  (HapUMep, MOXeT OBITh
UHTEPIPETUPOBAHO Kak OH/OHAa Wi ero/ee),
BHIOMpaliTe reHJepHO-HelTpaIbHble MECTOMMEHH S
(Takue Kak OHM), €CJIM TaKOBbI€ CYIIIECTBYIOT Ha
neyieBoM si3bike. OJHAKO, KOrja MECTOMMEHUE B
MCXOJJHOM TEKCTe YeTKO 0003HAUEHO M0 reHIepy,
BbI JJOJDKHBI CJIEOBATh UCXOAHOMY MaTepUally U
COXPaHATh FeHJEPHYI0O MapKUPOBKY.
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