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Abstract

The paper presents the submission by HW-
TSC in the WMT 2024 Quality-informed Auto-
matic Post Editing (QEAPE) shared task for the
English-Hindi (En-Hi) and English-Tamil (En-
Ta) language pair. We use LLM for En-Hi and
Transformer for EN-ta respectively. For LLM,
we first continue pertrain the Llama3, and then
use the real APE data to SFT the pre-trained
LLM. As for the transformer in En-Ta, we first
pre-train a Machine Translation (MT) model
by utilizing MT data collected from the web.
Then, we fine-tune the model by employing
real APE data. We also use the data augmenta-
tion method to enhance our model. Specifically,
we incorporate candidate translations obtained
from an external Machine Translation (MT)
system. Given that APE systems tend to exhibit
a tendency of ‘over-correction’, we employ a
sentence-level Quality Estimation (QE) system
to select the final output, deciding between the
original translation and the corresponding out-
put generated by the APE model. Our experi-
ments demonstrate that pre-trained MT models
are effective when being fine-tuned with the
APE corpus of a limited size, and the perfor-
mance can be further improved with external
MT augmentation. our approach improves the
HTER by -15.99 points and -0.47 points on
En-Hi and En-Ta, respectively.

1 Introduction

Automatic Post-Editing (APE) is a post-processing
task in a Machine Translation (MT) workflow, aim-
ing to automatically identify and correct errors in
MT outputs (Chatterjee et al., 2020a). WMT has
been holding APE task competitions in different
languages and fields since 2015. Different from
previous years, this year’s APE task is a subtask
of the QE task, named Quality-informed automatic
post-editing (QEAPE) (Zerva et al., 2024). It pro-
poses to combine quality estimation and automatic

*Work done during internship at Huawei

post-editing in order to correct the output of ma-
chine translation. Participants are provided with
a training set comprising 7,000 instances, a devel-
opment set, and a test set, with each containing
1,000 instances. Each dataset consists of triplets
— the source (src) sentences, the corresponding
machine-translation (mt) outputs, and the human
post-edited versions (pe) of the translations along
with sentence-level QE annotations. Additionally,
participants are permitted to utilize any additional
data for systems training.

Typically, training an APE model requires large
amount of training data. However, obtaining pe is
an expensive task in terms of time and money. As
a result, there exists a scarcity of large-scale APE
datasets.

To address this challenge, numerous data aug-
mentation techniques have been proposed (Junczys-
Dowmunt and Grundkiewicz, 2016; Negri et al.,
2018; Lee et al., 2020; Wei et al., 2020; Zhang
et al., 2023). Wei et al. (2020) augment the APE
training data with translations generated using a
different MT system. Huang et al. (2022) train an
external MT to obtain more datasets consistent with
APE tasks. They also use Google translation to
back translate the post-edits in the training set. De-
oghare and Bhattacharyya (2022) augment the APE
data by generating phrase-level APE triplets using
SMT phrase tables. To ensure the quality of the
synthetic data, they employ the LaBSE technique
(Feng et al., 2022) to filter low-quality triplets.

We first collect our pre-training MT data from
NLLB (Team et al., 2022), OpenSubtitles !,
TED2020 (Reimers and Gurevych, 2020), etc. To
ensure the quality of the MT data, we use the
LaBSE technique (Feng et al., 2022) and filter low-
quality data. In our method, we use Google transla-
tion to back translate the post-edits in the training
set. Subsequently, our dataset is structured as fol-
lows: the concatenation of source sentence, back
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translation and machine translation as the input,
while the post-edits serve as the reference output.

Chatterjee et al. (2020b) have proven that APE
systems often make unnecessary edits to translation
output. To mitigate this issue of over-correction,
we employ a sentence-level QE system to deter-
mine the final output, selecting between the APE
system’s output and the original machine-translated
(mt) version.

Reflecting on the historical development, 2023
is recognized as the inaugural year for large-scale
models, with researchers transitioning a variety
of tasks to these models, including APE. Notable
studies include those that combine Neural Machine
Translation (NMT) with Large Language Models
(LLM) for APE (Koneru et al., 2024), and com-
prehensive multi-stage, multilingual large models
such as Tower (Alves et al., 2024b), which inte-
grate both MT and APE. Drawing inspiration from
Tower, our evaluation utilizes the continued pre-
training (CPT) and supervised fine-tuning (SFT) to
explore the potential of LLM.

When being evaluated on the test set, our ap-
proach improves the HTER (Snover et al., 2006)
by -15.99 points and -0.47 points on En-Hi and
En-Ta, respectively.

The contributions of our work are as follows:

* We filter low-quality MT data from the col-
lected data using LaBSE-based filtering.

* We propose an APE paradigm based on LLM,
including CPT and SFT.

* We utilize Google translation to back translate
the post-edits to get src’ for data augmenta-
tion.

* We employ a sentence-level QE system to se-
lect the most appropriate output, choosing be-
tween the APE-generated output and the orig-
inal translation.

2 Related Work

Last year’s WMT23 APE shard task mainly focuses
on transfer learning and data augmentation. Yu
et al. (2023) use a Transformer pre-trained on the
provided synthetic APE data and then fine-tuned
on the real APE data. Additionally, they utilize an
external MT system to generate back-translations
(with Google Translate > run on the post-edits in

“https://translate.google.com

the training set). They also integrate En-Mr parallel
sentences from FLORES-200 (Costa-jussa et al.,
2022). R-Drop (Liang et al., 2021), which regular-
izes the training inconsistency induced by dropout,
is used to mitigate overfitting during the training
phase. Besides, they use a sentence-level QE sys-
tem to select the final output between the APE-
generated output and the original translation.

Moon et al. (2023) center on data filtering tech-
niques. With a focus on removing potentially harm-
ful material from a model training perspective, the
proposed method concentrates on eliminating the
two extremes of the training data distribution: the
(near-) perfect MT outputs on one side, and those
that require complete rewriting on the other.

Another team "kaistai" is inspired by the recent
surge of (LLMs) that have been successfully ap-
plied in a variety of language generation tasks.
They use an LLM with specific prompts designed
to generate either (a) post-edits or (b) post-edits
along with the rationales behind them.

With experience in previous competitions, we
also utilize an external MT system to generate back-
translations in our transformer-based system. Ad-
ditionally, we adopt a sentence-level QE system to
select the final output.

3 Dataset

3.1 Data source

We first collect our MT data from the web, mainly
from NLLB, OpenSubtitles, TED2020, etc. Then
we filter the low-quality data using LABSE. After
filtering, we get 3M En-Hi and 3M En-Ta parallel
MT data. We first use our filtered MT data with 3M
instances to pre-train our model. Then, we use the
WMT?24 official En-Hi and En-Ta APE datasets for
fine-tuning, which consists of a training set and a
development set. The training set for both language
directions contains 7,000 APE triplets.

4 Method
4.1 LABSE filter

Before using the collected MT data to pretrain our
model, we filter the low-quality parallel data by
using the LaBSE-based filtering (Feng et al., 2022).
We do this to ensure the quality of the MT data. To
do so, we first generate embeddings of the En and
Hi/Ta using the LaBSE model and normalize them.
Then, we compute the cosine similarity between
these normalized embeddings. We select the top
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70% similarity parallel sentences as our filtered MT
data.

4.2 LLM CPT + SFT

Due to the generative nature of the APE task, we
believe that LLMs are well-suited for this purpose.
Based on human evaluations, we have selected the
Llama3-8B-Instruct model, which possesses pro-
ficiency in Hindi, as our foundational model. In-
spired by the TowerInstruct (Alves et al., 2024a),
we adopted a technical approach that combines
CPT and SFT. Specifically, during the CPT phase,
we utilized 3 million English-Hindi parallel cor-
pora and employed LoRA training techniques. In
the SFT phase, we created a customized prompt
that, along with the training set provided by the
organizers, constituted our SFT training dataset.
Our prompt is as follows: "You are a post-editor.
You improve translations from English to Hindi
using the English source and Hindi translation. Do
not provide any explanation or correction." The
training paradigm is structured as [prompt: src
<enZ2hi> mt <ape> response], where the response
corresponds to the labels predicted by the model.

4.3 Fine-tuned Transformer

We basically treat the APE task as an NMT-like
problem, which takes src and mt as input and gener-
ates pe autoregressively. Following previous works,
we use a special token <s> to concatenate src and
mt to generate the input sentence: [src, <s>, mt],
while the target sentence is pe. Initially, we pre-
train the MT model using the standard Transformer
(Vaswani et al., 2017) structure on 3M En-Ta MT
training data. Furthermore, we fine-tune the MT
model using the APE dataset with the APE train-
ing objective. To further solve the problem of data
scarcity, following (Yu et al., 2023), we use the
Google translation system to create the src¢’ from
the provided pe text. We simply concatenate the
src’ with the original src and mt to form the new
input: [sre, <s>, src’, <s>, mt]. Then, we use
it in the same way as before, aiming to have the
model learn complementary information from src
and src’. During inference, the same input [src,
<s>, src’, <s>, mt] is employed to generate the out-
put, thereby enabling the utilization of the external
information derived from src’. Since there is no pe
during inference, we translate the given mt into src’
using Google Translate.

pe, </s>

Linear

Add & Norm
Feed
Forward
| Add & Norm |<_:
e ioil) Multi-Head
Feed Attention
Forward ) ) Nx
R
Nix Add & Norm
f-"l Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
At 4 At 4
] J U ——' )
Positional D @ Positional
Encoding Encoding
Input Output
Embedding Embedding

I f

<s>, src, <s>, src’,<s>, mt <S>, pe

Figure 1: This figure, adapted from (Vaswani et al.,
2017) shows the architecture of our model, where mt
and augmented src’ are concatenated with src before be-
ing input into the encoder, and post-edits are generated
with the decoder.

4.4 Sentence-Level Quality Estimation

We use wmt22-cometkiwi-da (Rei et al., 2022) as
our sentence-level QE model, which is a COMET
quality estimation model. This model can be used
for reference-free MT evaluation. It receives a
source sentence and the respective translation and
returns a single score between 0 and 1 that reflects
the quality of the translation, where 1 represents
a perfect translation. We use this model to rate
both the original machine translation and the output
generated by our APE system. We then compare
the ratings for both sequences and select the one
with a higher rating as the final output.

S Experiment

5.1 Settings

Our transformer model on En-Ta is implemented
with fairseq (Ott et al., 2019). Note that the vocabu-
lary and encoder/decoder embeddings of our model
are shared between two languages and contain 30K
subtokens. We use the batch size of 30,720 to-
kens in the pre-training stage and 8,192 tokens in
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En-Hi En-Ta
System BLEUt HTER| ChrF{ COMET? | BLEUt HTER| ChrF{ COMET?
Baseline (Do nothing) | 39.28 46.36 59.48 0.81 70.16 24.71 81.80 0.91
Ours 54.50 30.37 71.06 0.85 69.64 24.24 82.36 0.92
swetaagrawal 58.38 27.08 73.45 0.86 70.05 24.54 82.30 0.92

Table 1: Results on the WMT24 QE-APE En-Hi and En-Ta test set. A situation with a higher BLEU score but a
lower HTER indicates a better result. The official primary evaluation metric for this task is HTER.

the fine-tuning stage. We leverage FP16 (mixed
precision) training technique to accelerate training
process. In all stages, we apply the Adam opti-
mizer(Kingma and Ba, 2015) with 5; = 0.9, §5 =
0.98 to train the model, where the inverse square
root schedule algorithm and warmup strategy are
adopted for the learning rate. Concretely, We use
a learning rate of Se-4 with 20k warm-up steps in
the pre-training stage and a learning rate of Se-5
with 4k warm-up steps in the fine-tuning stage. Be-
sides, we set the dropout to 0.1 in the pre-training
stage, 0.3 in the fine-tuning stage, and the value
of label smoothing to 0.1 in all stages. Early stop-
ping is adopted with patience 10 and 30 epochs
during pre-training and fine-tuning, respectively.
During inference, we use beam search with a beam
size of 10. Finally, We employ HTER (Snover
et al., 2006), BLEU (Papineni et al., 2002), ChrF
(Popovic, 2015), and COMET (Rei et al., 2022) as
the evaluation metrics.

Our LLM on En-Hi is implemented with Llama-
Factory(Zheng et al., 2024). The base model we
used is Llama3-8B-Instruction. During the CPT
phase, the batch size is set to 256, the learning rate
to le-4, and training runs for 2 epochs with a pre-
cision of bf16. The maximum sequence length is
512 and pre-training is conducted using the LoRA
method with a LoRA rank of 64.In the SFT phase,
the batch size remains 256, the learning rate is ad-
justed to le-5, and training extends to 8 epochs
with bf16 precision. We employ the AdamW op-
timizer, maintain a maximum sequence length of
512, and utilize PyTorch full_shard for training.

All our transformer models are trained on a
Nvidia Tesla V100 GPU with 32GB memory and
our LL.Ms are trained on 64 D910B with 32GB
memory.

5.2 Result

Table 1 shows the experimental results evaluated
on the test set, where the baseline result is produced
by directly calculating scores between the provided

MT and PE. We outperform the baseline on HTER
for -15.99 and -0.47 points on the En-Hi and En-Ta
language pair.

En-Hi
System
BLEUT HTER|
Baseline (Do nothing) | 30.52 58.44
Pretrain+finetune 49.68 36.01
+External MT 49.01 37.16
+Sentence-level QE | 39.13 43.77

Table 2: Results on the WMT24 QE-APE En-Hi devel-
opment set.

En->Ta
System
BLEUT HTER|
Baseline (Do nothing) | 65.31 29.63
Pretrain+finetune 26.33 57.12
+External MT 33.80 45.31
+Sentence-level QE 66.11 27.66

Table 3: Results on the WMT24 QE-APE En-Ta devel-
opment set.

Table 2 shows the En-Hi experimental results
evaluated on the dev set. The baseline denotes
the test MT result. As illustrated in table 2, the
HTER decreased from 58.44 to 36.01 after ap-
plying CPT+SFT, reflecting a reduction of 22.43.
However, no performance improvement was ob-
served with the addition of back-translation data.
We hypothesize that this is due to the sufficiently
robust performance of the CPT+SFT, which di-
minishes the impact of the back-translation data
on further enhancement. Upon integrating QE la-
bels, the HTER increased to 43.77 compared with
CPT+SFT, an increase of 7.76. We think the QE la-
bel may not be accurate enough in En-Hi, resulting
in performance loss.
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Table 3 shows the En-Ta experimental results
evaluated on the dev set. The first experiment
is performed by fine-tuning all parameters of the
pre-trained Transformer on the official training set,
which increases by 27.49 in HTER compared with
the baseline. Due to the lack of high-quality En-Ta
MT data, the pre-training MT datasets we collected
were mostly synthetic and of poor quality. This
hinders the capabilities of MT models, which fur-
ther results in fine-tuned APE models that also
perform poorly. The experiment of adding external
MT for data augmentation shows some improve-
ment in performance. Toward the end, we utilize a
sentence-level QE system to rate both the original
translation and the APE output. We then select one
of them with a higher rating as the final output of
our APE system. With the combination of the APE
model and sentence-level QE system, we see that
the HTER decreases to 27.66, and the BLEU score
increases to 66.11 points.

6 Conclusion

This paper presents our APE system submitted to
the WMT 2024 QEAPE En-Hi and EN-Ta task.
In our approach, we first filter low-quality MT
data from the collected data using LaBSE-based
filtering. Then we employ the data augmentation
method to build the [src, <s>, src’, <s>, mt] ad-
ditional training datasets. Besides, We propose an
APE paradigm based on LLM, including CPT and
SFT. Moreover, we explore the sentence-level QE
system to discard low-quality APE outputs. Evalu-
ation of our APE system shows that our approach
achieves gains on the WMT-24 APE development
and test sets.
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