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Abstract
In machine translation quality estimation
(QE), translation quality is evaluated automat-
ically without the need for reference trans-
lations. This paper describes our contribu-
tion to the sentence-level subtask of Task 1
at the Ninth Machine Translation Conference
(WMT24), which predicts quality scores for
neural MT outputs without reference transla-
tions. We fine-tune GPT-4o mini, a large-
scale language model (LLM), with limited
data for QE. We report results for the direct
assessment (DA) method for four language
pairs: English-Gujarati (En-Gu), English-Hindi
(En-Hi), English-Tamil (En-Ta), and English-
Telugu (En-Te). Experiments under zero-shot,
few-shot prompting, and fine-tuning settings
revealed significantly low performance in the
zero-shot, while fine-tuning achieved accuracy
comparable to last year’s best scores. Our sys-
tem demonstrated the effectiveness of this ap-
proach in low-resource language QE, securing
1st place in both En-Gu and En-Hi, and 4th
place in En-Ta and En-Te. The code used in
our experiments is available at the following
URL 1.

1 Introduction

Machine translation quality estimation evaluates
translation automatically without reference trans-
lation. This practice reduces the cost of manual
translation and enables efficient evaluation. The
subsequent quality score flags the necessity of re-
sorting to a more reliable translation system or revi-
sion from human post-editing. Quality estimation
can be performed at various granularity levels, in-
cluding word, phrase, sentence, and document.

In this paper, we describe our contribution to
the QE shared task at the Ninth Machine Transla-
tion Conference (WMT24). We participate in the
Task 1 of the shared task and we specifically fo-
cus on the sentence-level subtask, which involves

1https://colab.research.google.com/drive/
1p8VMnAkRfuVpbvM_revV2ZaN76sSxmiE?usp=sharing

En-Gu En-Hi En-Ta En-Te

baseline 0.661 0.678 0.592 0.414
gpt4o-mean 0.712 0.735 0.616 0.457
gpt4o-prob 0.712 0.734 0.608 0.460

Table 1: Spearman’s rank correlation coefficient be-
tween our predictions and human DA judgments of
WMT24 test data. The best score obtained for each
language pair is marked in bold.

predicting the quality score of neural MT outputs
at the sentence level without access to reference
translations. There are two different annotation
methods for QE: Multidimensional Quality Metric
(MQM) (Freitag et al., 2021) and Direct Assess-
ment (DA) (Fomicheva et al., 2022), and we report
the results of DA score prediction. Our study tar-
gets four language pairs: English-Gujarati (En-Gu),
English-Hindi (En-Hi), English-Tamil (En-Ta), and
English-Telugu (En-Te). The participating systems
are assigned the task of predicting the quality score
of each source and target sentence pair, and their
performance is evaluated using Spearman’s rank
correlation coefficient as the primary metric, and
Pearson and Kendall coefficients as supplementary
metrics.

We present a system for quality estimation uti-
lizing a large language model (LLM), inspired by
the success of LLMs in regression tasks (Liu et al.,
2023; Enomoto et al., 2024). Specifically, we man-
ually designed a prompt for quality estimation and
employed GPT-4o mini (OpenAI, 2024) to gener-
ate assessment scores multiple times based on this
prompt. We then used either the averaged score
of these generated scores or their weighted sum
based on the generation probability as the final
score. Evaluation experiments were conducted in
both zero-shot and three-shot settings. Noticeably,
we fine-tuned GPT-4o mini using the training data
released at WMT23 (Kocmi et al., 2023) and as-
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sessed its performance.
We first evaluated our systems using the devel-

opment data released at WMT23. The results indi-
cated that the Spearman’s correlations in the zero-
and few-shot settings ranged from 0.2 to 0.4, while
those for the fine-tuned GPT-4o mini ranged from
0.4 to 0.7. Compared to a single generation, the es-
timated score derived from the average or weighted
sum based on multiple output values was found
to perform consistently better. Subsequently, we
evaluated the system based on the fine-tuned GPT-
4o mini using the test data from WMT24. Table 1
presents the results of our system and the base-
line for Task 1 (Rei et al., 2022). The system
achieved Spearman’s correlation scores of 0.712,
0.735, 0.616, and 0.460 in the En-Gu, En-Hi, En-
Ta, and En-Te language pairs, respectively, sur-
passing the baseline system’s performance. We
achieved the 1st place in En-Gu and En-Hi, and 4th
place in En-Ta and En-Te.

2 Related Work

GEMBA (Kocmi and Federmann, 2023) is a trans-
lation quality metric that utilizes a large language
model (LLM). It has been shown to have a high cor-
relation with the human-rated MQM score of the
WMT22 Metrics shared task. Their experiments
covered three language pairs (English to German,
English to Russian, and Chinese to English) of
the WMT22 Metrics shared task using seven GPT
variants from GPT-2 to GPT-4 models. Lu et al.
(2024) investigated various prompts to improve
segment-level evaluation performance. They exper-
imented with Llama2-70B model (Touvron et al.,
2023) and Mixtral-8x7b model (Jiang et al., 2024)
in addition to GPT-3.5-Turbo model, and showed
that the method using GPT-3.5-Turbo had the best
performance. These previous studies highlight the
potential of LLM evaluators as human alternatives.
Our system uses the latest model, GPT-4o mini,
and also estimates quality for more challenging
translations for low-resource languages.

Enomoto et al. (2024) used an LLM to solve the
lexical complexity prediction task. They reported a
bias in the numerical values generated by an LLM
in that certain values occur frequently regardless
of the input. To mitigate the bias and achieve a
more precise numerical output, we run the gener-
ation several times and obtain the final scores by
either average or expectation weighted by genera-
tion probabilities.

3 Methodology

Our system uses LLMs to estimate translation qual-
ity scores. Following GEMBA (Kocmi and Fe-
dermann, 2023), to assess translation quality via
prompting an LLM, the following arguments are
required:

• source language name: {{source language}}

• target language name: {{target language}}

• source sentences: {{src1, ..., srcN}}

• translated sentences: {{hyp1, ..., hypN}}

• few-shot examples: {{examples}} (optional)

We define the instructions to be input into the LLM
as follows:

Please analyze the given source and
translated sentences and output a trans-
lation quality score on a continuous
scale ranging from 0 to 100.
Translation quality should be evaluated
based on both fluency and adequacy.
A score close to 0 indicates a low quality
translation, while a score close to 100
indicates a high quality translation.
Do not provide any explanations or text
apart from the score.

{{examples}}
{{source language}} Sentence: {{srci}}
{{target language}} Sentence: {{hypi}}
Score:

The instruction template is designed to include
a description of the task, the score range, and a
description of the evaluation criteria. To restrict
the output to numerical values only, it is important
to state “Do not provide any explanations or text
apart from the score.” explicitly.

According to Kocmi and Federmann (2023),
there are some numbers that are particularly prone
to output, such as “95”. To mitigate such bias
in the output distribution, the final score is com-
puted from the sampled generated results with
reference to the G-Eval framework (Liu et al.,
2023). Scoremean is the simple average of the
generated scores, while Scoreprob is the score
weighted by the generation probabilities. Let
S = {s1, s2, ..., sn} represent the set of scores
generated by the prompt, and let p(si) be the soft-
max output probability of each generated score.
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En-Gu En-Hi En-Ta En-Te

Method Setting ρ r τ ρ r τ ρ r τ ρ r τ

Single generation

Zero-shot 0.205 0.501 0.337 0.379 0.434 0.291 0.277 0.514 0.514 0.271 0.280 0.208
Three-shot 0.413 0.491 0.309 0.390 0.400 0.282 0.463 0.420 0.344 0.294 0.305 0.226
Fine-tuned 0.599 0.659 0.453 0.510 0.639 0.367 0.618 0.704 0.453 0.283 0.263 0.205

Multi generation

scoremean

Zero-shot 0.453 0.505 0.328 0.389 0.449 0.277 0.514 0.529 0.373 0.274 0.275 0.193
Three-shot 0.447 0.512 0.319 0.422 0.426 0.294 0.498 0.428 0.358 0.290 0.303 0.205
Fine-tuned 0.680 0.717 0.506 0.564 0.686 0.409 0.661 0.747 0.487 0.392 0.361 0.270

scoreprob
Zero-shot 0.451 0.499 0.323 0.394 0.447 0.275 0.519 0.521 0.368 0.274 0.276 0.190
Three-shot 0.448 0.514 0.319 0.423 0.427 0.295 0.500 0.426 0.358 0.290 0.303 0.202
Fine-tuned 0.683 0.715 0.508 0.568 0.690 0.412 0.663 0.746 0.489 0.399 0.360 0.277

Table 2: Spearman (ρ), Pearson (r) and Kendall (τ ) correlation between the proposed approaches and human DA
judgments of WMT23 dev data. The best Spearman score obtained for each language pair is marked in bold. Single
generation is a prediction method that uses the output value generated only once as the estimated score, and the
other two are methods that calculate the average value or the expected value based on the generation probability,
based on the output values by 20 times generation.

The final scores are calculated using the following
formulae:

scoremean =
1

n

n∑

i=1

si (1)

scoreprob =

n∑

i=1

p(si)× si (2)

In this study, the experiment is conducted with n =
20. Among the generated outputs, non-numeric
tokens and numbers outside the specified range are
excluded from S.

4 Experiments

We conduct experiments to investigate two RQs.
RQ 1: Which methods are more effective in im-
proving performance of low-resource language
QE? RQ 2: How effective are sampling methods
in mitigating numerical output bias?

4.1 Settings

Model We use GPT-4o mini (“gpt-4o-mini-2024-
07-18”) (OpenAI, 2024) for our experiments. It is
priced at 15 cents per million input tokens and 60
cents per million output tokens and more than 60%
cheaper than GPT-3.5 Turbo.

Our system fine-tunes GPT-4o mini. The fine-
tuning process is conducted using OpenAI’s API.

Data For the remaining sections, we only report
results on the WMT23 dev dataset. The examples
used for few-shot prompting are randomly obtained

from the WMT23 training dataset. WMT23 train-
ing data consists of 7,000 sentence pairs in each
language and is also used for fine-tuning.

4.2 Results

Spearman, Pearson, and Kendall correlation coeffi-
cients between predicted and gold scores for each
language pair are shown in Table 2.

4.2.1 Strategies for Low-Resource Languages
For RQ 1, we compare the performance of the three
settings: zero-shot, few-shot prompting, and fine-
tuning. Few-shot in scoremean and scoreprob im-
proved Spearman correlation coefficients slightly
by 0.033 for En-Hi and 0.016 for En-Te, while En-
Gu and En-Ta scores decreased by 0.006 and 0.016
respectively. In other words, the few-shot strategy
is not very effective for low-resource languages.
On the other hand, in the single genaration setting,
En-Gu and En-Ta improved by 0.208 and 0.186,
respectively, indicating that the few-shot is more
effective when the generation times are limited.

Fine-tuning improves performance in almost all
evaluation metrics and is an effective measure for
low-resource languages. Our systems submitted to
the shared task (Table 1) are also the result of the
fine-tuned models.

4.2.2 Strategies for Distributional Bias
For RQ 2, we compare the performance of the
three settings: single generation, scoremean, and
scoreprob. In the fine-tuned model, the difference
in Spearman’s rank correlation coefficient with sin-

531



En-Gu En-Hi En-Ta En-Te

Manually 0.451 0.394 0.519 0.274
AutoCoT 0.444 0.387 0.514 0.238

Table 3: Spearman’s rank correlation coefficient be-
tween our predictions in a zero-shot setting using two
different prompt generation methods and human DA
judgments of WMT23 dev data.

gle generation (average of four languages) is 0.072
for scoremean and 0.076 for scoreprob. Compared
to single genaration, the other two sampling meth-
ods performed better, demonstrating the effective-
ness of these methods in mitigating the effects
of bias during generation. The performance of
scoremean and scoreprob is almost equal, and ei-
ther method can be used.

5 Discussion

5.1 Is AutoCoT necessary for G-Eval?

In Chiang and Lee (2023), they find that the auto
Chain-of-Thought (CoT) used in G-Eval does not
always make G-Eval more aligned with human
ratings. In this section, we examine the methods
used to construct the prompt for this task.

To replicate the G-Eval framework (Liu et al.,
2023) procedures, it is necessary to construct an
initial prompt to generate the evaluation steps using
AutoCoT. Specifically, we first manually designed
a prompt that contains the definition of the QE task
and the desired evaluation criteria as follows:

You will be given a source and a trans-
lated sentence. Your task is to rate trans-
lated sentence on one metric. Please
make sure you read and understand these
instructions carefully. Please keep this
document open while reviewing, and re-
fer to it as needed.

Evaluation Criteria:

Translation Quality (0 - 100) - the quality
of a translation based on the adequacy
and fluency of the sentence.

Then, we added a line of “Evaluation Steps:” to
the prompt and let GPT-4 2 generate the following
evaluation steps by CoT automatically:

Evaluation steps:
2We used gpt-4-0613 following Liu et al. (2023)

1. Read the source sentence and the
translated sentence carefully.

2. Evaluate the translated sentence
based on its adequacy and fluency.

- Adequacy: How much of the mean-
ing expressed in the source text is also
expressed in the target text? A score of
100 means all the meaning is transferred,
and 0 means none of it is.

- Fluency: Does the translation sound
like something a native speaker would
say? A score of 100 means it sounds
completely native, and 0 means it doesn’t
sound native at all.

3. Give the translation a score between
0 and 100, where 0 is the worst and 100
is the best.

We compare the performance in a zero-shot set-
ting using prompts created by AutoCoT and those
created manually. As shown in Table 3, manual
prompts performed better than AutoCoT for all lan-
guages. This result follows the findings of Chiang
and Lee (2023), and we decided to use manually
constructed prompts in our systems to get results
that correlated better with human judgment.

5.2 Is it difficult for GPT-4 evaluators to
evaluate Telugu text?

In our results, the performance on Telugu data was
lower than other languages. This may be attributed
to the linguistic complexity of Telugu, which fea-
tures complex noun and verb conjugations, as well
as its status as a low-resource language. Kishore
and Shaik (2024) demonstrated that ChatGPT is
less accurate in Telugu grammar and vocabulary
compared to Gemini. Performance is expected to
improve by using LLMs specialized for each lan-
guage (e.g., Telugu GPT3) rather than relying on a
single, generalized model.

6 Conclusion

Our study demonstrates the efficacy of using a
LLM for sentence-level quality estimation in ma-
chine translation. By leveraging GPT-4o mini, we
achieved improvements over baseline systems in
predicting quality scores for various language pairs.
The fine-tuned GPT-4o mini model exhibited ro-
bust performance in low-resource language QE,

3https://chatgpt.com/g/g-RjoqGo7g0-telugu-gpt
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with Spearman’s correlation scores significantly
higher than those in the zero- and few-shot settings.
These findings emphasize that fine-tuning with an
annotated QE dataset is crucial for enhancing per-
formance in low-resource languages. However, in
practical scenarios, creating and obtaining such
datasets for low-resource languages poses signif-
icant challenges. Therefore, efforts to effectively
improve performance using a small amount of data,
as explored in works like (Lauscher et al., 2020;
Kim and Komachi, 2023), are important directions
for future research.
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